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Feasibility Study Network Access Control

Abstract

This report covers a feasibility study for the introduction of Network Ac-
cess Control (NAC) at Vanderlande Industries. The focus of this report is
on a network based access control architecture with as main research ques-
tions:

What is the best architecture for a NAC solution in this environment?
To answer this question, the different stages of network based NAC and
their possible techniques are discussed. In chronological order these stages
are: detection, registration and authentication, policy enforcement, pre-
admission control, access classification and post admission scanning. In
the chapters about these stages, practical issues to implement them at the
company will be unfolded. Also, a number of sections contain practical
verifications of the findings.

What elements and services should be part of this architecture?
Elements and services that should be part of the architecture are placed in
different environments the NAC solution can place clients into. In these
environments, services as authentication, remediation (e.g. update reposi-
tories) and health check systems (e.g. vulnerability scanners and intrusion
detection systems) need to be deployed.

What organizational processes should be in place for an introduction of this tech-
nique?
The architecture unfolded in this report is mainly based on the self-service
aspect of the future users. Because of this, only IT management and helpdesk
support processes should be in place. Next to this, the current processes on
adding extra network equipment, asset management and the hardening of
clients should be reviewed.

Is network based NAC feasible technology for this situation?
Some specific elements from a client-based approach are needed to make
the solution complete. In general, the network based approach fits the com-
pany situation.
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1 Introduction

This report covers the feasibility of a possible introduction of Network Ac-
cess Control (NAC) at Vanderlande Industries (VI). In the light of recent
progress on network based NAC solutions, VI would like to see if this is a
feasible architecture to introduce NAC on their internal network.

1.1 Background

VI is a global player in the market of material handling products. Because
of its worldwide presence and solely project based approach it requires a
highly flexible IT environment. The IT network infrastructure hosts many
different types of systems (e.g. industrial systems) and people (e.g. sub-
contractors). VI expects that a NAC solution will bring:

• Regulation as to whom has access to the internal IT network and by
what means.

• Protection of systems against infections from viruses, malicious soft-
ware and OS exploits.

• Protection against malicious network activities such as rogue DHCP
servers, port scans and rogue mail servers.

• Protection of company data and users by enforcing a basic set of se-
curity measures on every corporate host.

1.2 Research Questions

This report will provide an answer to the following research questions:

• What is the best architecture for a NAC solution in this environment?

• What elements and services should be part of this architecture?

• What organizational processes should be in place for an introduction
of this technique?

• Is network based NAC feasible technology for this situation?

1.3 Scope

The project will have the following scope:

• The research will concentrate on the Vanderlande Industries network
located in Veghel (The Netherlands). The architecture of branch of-
fices and project locations will be described in a general way.
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• The investigation will not cover the wireless network of Vanderlande
Industries.

• Implementation concerns with current server hardware and/or soft-
ware compatibility, contracts or commercial decisions will not be part
of the research.

• Thorough investigation of the effect on current Voice over IP services
(VoIP) and Quality of Service (QoS) will not be part of the research.

• Supervisory Control And Data Acquisition (SCADA) internal com-
munication networks (Profibus, Profinet) will not be part of the re-
search. Only SCADA hardware and operating systems directly con-
nected to the main network will be investigated.

1.4 Approach

1. Have questionnaire with IT, IT security and industrial engineering
staff concerning regulations and demands on solution.

2. Map company environment and employee characteristics.

3. Map current network and services.

4. Globally map current endpoint security threats (a thorough analysis
on this will not be part of the research since this would require too
much resources)

5. Investigation of possible architectures with special focus on network
based NAC:

(a) Investigate if the architecture secures against earlier mapped end-
point security threats.

(b) Deployment of components in the network for optimum results.

(c) Investigate if the architecture suffices regulation requirements.

6. Investigate organizational processes concerning chosen architecture.

7. Build test environment/components with network based NAC solu-
tion (open-source implementation PacketFence)

8. Conduct tests to verify architectural findings.

9. Write final advisory report.

8
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1.5 End result

The end result of this feasibility study is the report you are now reading.
This report should provide VI a view on a NAC architecture for its organi-
zation and what impact this will have on its current technical and organi-
zational situation. This report will first provide a description of the com-
pany, its different IT users and technical infrastructure. An introduction
to NAC and its general terminology will follow. Next, the different NAC
stages will be outlined in chapters 4 to 9. These chapters will start with a
general description of the stage, followed by the VI case. In chapter 10, or-
ganizational processes surrounding a possible introduction of NAC will be
discussed. Finally, in chapter 11 conclusions will be presented. During the
research, components were tested to verify findings. The results of these
tests (if present) will be outlined per chapter.
With this report it should be possible for VI to start an implementation
phase, in which large scale proof of concepts can be conducted to verify
compliance on the architecture presented in this report. The goal of this
report is therefore not to describe the ideal situation but a practical view on
current techniques and its possibilities.

9
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2 Company introduction

Before discussing the main subject it is necessary to provide a view on the
company this feasibility study is carried out for and outline its current tech-
nical situation.

2.1 Vanderlande Industries

Vanderlande Industries (VI), founded in 1949 in Veghel near Eindhoven
(The Netherlands), has a long history in the material handling market. Cur-
rently the company provides automated electrical systems in the following
three main markets [1]:

• Baggage handling (i.e. airports)

• Express parcel (i.e. sorting hubs)

• Distribution (i.e. warehouses)

The company currently employs around 1742 FTE [2] worldwide, of which
approximately 1000 are based at its headquarters in Veghel. 50% of the
employees have a college or university degree.

”The company and its employees can be typed as highly inno-
vative and flexible to provide the needs of its customers.”[1]

The company follows a project based approach where projects can last one
month to several years, depending on the size of the ordered system. Next
to this, VI delivers service on material handling systems for its customers.
The IT department of VI is solely internal based and contains two sub de-
partments that are of interest to this study: IT infrastructure (system/net-
work administration) and IT infra/projects (system/network engineering
for (internal) company and customer projects)

2.2 Locations

VI’s presence can be categorized in the following types:

• Office locations (permanent)

• Project locations (temporary depending on the size of the project)

• Service locations (long-term temporary depending on the contract
time)

Most VI locations lack a strict guest administration and/or physical access
control. Only server rooms are considered physical secure and are accessi-
ble by a limited group of IT management personnel.

10



Feasibility Study Network Access Control

2.3 Users

Since this report focuses on whom must have access to IT facilities and by
what means, it is necessary to classify these (possible) users.

• Employees in service of the company (long-term).

• External employees and interns with a mid-term presence.

• Mid-term guests such as subcontractors or partners on a specific project.

• Short-term guests whom mostly take care of a specific task.

2.4 Technical Situation

In order to outline an advisory on the placement of a NAC solution in the
infrastructure, it is essential to map the current situation.

2.4.1 Network infrastructure

When VI’s LAN network is mapped against Cisco’s three tier model [3]
it can be determined that the network follows a ”collapsed core” design
where there is no distribution layer. All distribution layer functionality is
done by the core. The core layer performs OSI layer 3 ”switching”. Access
layer devices are OSI layer 2 devices. Static VLAN’s are defined at the core
switches primarily for WLAN’s and Voice over IP (VoIP).
The WAN design makes use of MPLS and IPsec VPN tunnels over the Inter-
net to build connections to office, project and service locations. These con-
nections are built up as a logical star, making the headquarters in Veghel
the center of the star. Supervisory Control And Data Acquisition (SCADA)
systems are built around industrial switches which run Profinet [4]. This
field bus Ethernet standard uses three different types of protocols:

• TCP/IP for non real time communication with electric peripherals in
the range of 100 ms;

• RT (Real-Time) for I/O communication up to 10 ms per cycle;

• IRT (I synchronous Real-Time) for I/O communication less than 2 ms
per cycle.

Since these networks are left out of the scope of this project (see paragraph
1.3) it is only important to be aware of the fact that these networks may be
situated beyond standard endpoints such as PLC equipment.

11
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2.4.2 Critical network services

Critical network services are currently deployed around two servers on the
headquarters of the location Veghel. These servers hold LDAP services,
DNS and DHCP services. The two servers are a standby for one another.
These services are critical for the following reasons:

• LDAP Services for authentication and authorization services

• DNS for internal and external name resolution

• DHCP services for IP assignment on all VLAN’s.

These services are also deployed on project, service and office locations
depending on the number of users and the availability of a physical secure
location to host them.

2.4.3 Endpoints characteristics & security

Network endpoints are defined as network devices connected to IT net-
work equipment of VI. These endpoints can demark internal or external
administrative jurisdiction. The following hardware devices can be defined
as endpoints:

• Workstation or server systems x86 based systems.

• SCADA equipment such as Programmable Logic Controller’s (PLC’s)
and sensors telemetry.

• Network peripherals such as printers.

PLC’s are programmed with Ladder logic [5], have no underlying oper-
ating system and use network expansion cards running a limited config-
urable vendor proprietary IPv4 stack. Other corporate operating systems
comprise:

• Microsoft Windows

• QNX (Unix family OS with support for real-time protocols see para-
graph 2.4.1)

Appendix A (page 57) outlines the different security threats these operat-
ing systems pose.
Although the company employs around 1750 FTE, network components
are estimated well over 4000. This is mainly due to high number of engi-
neers at VI, which may host a simple server to multiple servers or hard-
ware equipment connected to the network. Every new workplace at VI is
equipped with 3 network connection outlets.

12
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2.4.4 IP Addressing & Assignment

VI uses RFC1918 [6] addresses and 2 other public /24 subnets for inter-
nal usage. RFC1918 address ranges are also used on customer projects.
Some IP ranges are re-used when a project is soled. Also, some IP address
ranges of customers may be used in test setups which are shipped to cus-
tomer locations after design tests. IP address assignment is done through
DHCP servers mostly for standard office equipment. Address assignment
for industrial hardware is done through static IP assignment. The registra-
tion of these IP devices is maintained in an IP library. For external hosted
networks (mostly connected by VPN) however, address assignment is by
subnet and administration is done on initiative of the hardware engineer
or project leader requesting the subnet. Sometimes this is administration
is not done at all or isn’t updated after an initial inventory. Registration
of devices in the IP library is not consequently accompanied by the MAC
address of the device. In this report there will be a separation in the type of
address assignment to endpoints:

• DHCP Capable clients: endpoints with automatic IP configuration
through DHCP with a user actively controlling them (i.e. office client
equipment).

• Static clients: endpoints with static IP configuration, usually with no
user actively controlling them (i.e. servers, printers and industrial
automation equipment).

2.4.5 Network security

The current network security comprises antivirus products and perimeter
network firewalling. Currently, McAfee antivirus is deployed on all stan-
dard office equipment. No client firewalling is active. On the perimeter
network, where WAN and Internet connections are deployed, Cisco based
IPS sensors are active.

13
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3 Introduction to Network Access Control

”..the definition of what NAC is, what components a NAC so-
lution should (and/or must) have, and what does a NAC solu-
tion needs to adhere to varies from one vendor to another (..)
Network Access Control (NAC) is a set of technologies and de-
fined processes, which its aim is to control access to the network
allowing only authorized and compliant devices to access and
operate on a network”[7]

When looking at different implementations [9] on the Internet, this quoted
view of Ofir Arkin [8] comes close to what is the general impression. How-
ever, there is a common framework, the Trusted Network Connect (TNC)
promoted by the Trusted Computing Group (TCG).

”The Trusted Computing Group (TCG) is a not-for-profit or-
ganization formed to develop, define, and promote open stan-
dards for hardware-enabled trusted computing and security tech-
nologies, including hardware building blocks and software in-
terfaces, across multiple platforms, peripherals, and devices.”[10]

The organization itself however is not supported by all NAC vendors. Also,
some critics consider the group as a hazard for user privacy [11] Since these
criticisms are mostly from the open-source community, developers of open-
source NAC initiatives might not be motivated to make their implementa-
tions interoperable with TCG specification systems.

3.1 Goals

Goals to implement NAC may vary, but are usually built around one or
both of the following principles:

• Protect IT resources, data and users against malicious hosts.

• Require a basic set of security measures on every connecting host also
protecting the host from threats originating on it.

3.2 Terminology

The TCG introduces some common terminology to define NAC components:[12]

• Access Requestor (AR): the endpoint requesting access to the net-
work.

• Policy Decision Point (PDP): the software which holds the company
policies NAC must enforce and makes the decisions on the AR re-
quest.

14
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• Policy Enforcement Point (PEP): the network equipment that enforces
the PDP’s decision.

Since this terminology universally fits different architectures it will be used
throughout the rest of this report.

3.3 Agent versus agent less concepts

Most NAC systems are built around one of two concepts: agent or agentless
(also called network based) NAC systems. These concepts are all focused
on how to gain knowledge of the AR’s health. In case of agent systems, the
AR is equipped with a persistent agent who communicates with the PDP. In
case there is no administrative jurisdiction over the AR a dissolvable agent
by means of mobile code can be executed (e.g. Java or ActiveX components)
[9]. Agent less systems are solely based on information retainable from net-
work components or by means of Remote Procedure Call (RPC). Network
components that can provide crucial AR information include vulnerability
scans and passive network scans such as intrusion detection systems.
Persistent and dissolvable agent systems hold various downsides [9]. To
install or run an agent, administrative rights on the AR are needed to check
the condition of various elements. Next to that, most vendors only supply
agents for common operating systems. For VI’s situation this can be com-
plicated because of numerous different (or non standard) operating sys-
tems connected to the network. Because of these reasons, this report will
focus mainly on a network based NAC approach. Agentless systems [9]
have the advantage that there are no modifications necessary to the AR.
Next to the lower administrative burden of client software, this technique
is also applicable to legacy and non-standard equipment. The focus of this
report is mainly on network based NAC because of its non-intrusive ap-
proach and possible compatibility with VI’s industrial automation equip-
ment (2.4.3) connected to its network.

3.4 Capabilities

To enforce company policies to end systems, NAC solutions generally must
have the following capabilities or stages: [7]

1. Perform element (AR) detection.

2. Register & authenticate the AR and/or user.

3. Perform a minimal set of necessary checks (pre-admission evalua-
tion) on the health of the AR.

4. Provide a way to enforce policy on the AR and/or bound it to a cer-
tain environment.
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5. Provide a broad set of continues checks (post-admission control) on
the health of the AR.

The following chapters of this report are based on these stages.

16
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4 Element detection

Element detection is the first crucial stage of a NAC solution.

”Element detection must detect, in real time, a new element, as
it attempts to attach itself to the network” ”It is simply because
you cannot expect a NAC solution to defend against devices it
is not aware of”.[7]

This section outlines different strategies to detect new elements on a net-
work.

4.1 802.1x

802.1x [13] is an IEEE standard for port-based network access control. 802.1x
works with a ”supplicant” (AR) which needs to authenticate to an authenti-
cation server (PDP) such as RADIUS. The supplicant starts in an ”unautho-
rized” mode in which the authenticator (PEP) blocks all traffic except 802.1x
traffic. Next, the authenticator sends out an EAP-Request to the supplicant,
as where the supplicant will answer with his/her credentials or certificate.
The authenticator forwards these to the authentication server which makes
the policy decision to configure the switch port to ”authorized” enabling
all network traffic. 802.1x requires all AR’s and PEP’s to have 802.1x ca-
pabilities, although it is possible to specify exceptions (usually by MAC
address).

4.2 Simple Network Management Protocol (SNMP)

”SNMP is used in network management systems to monitor
network-attached devices for conditions that warrant adminis-
trative attention”[14]

This section describes the model on how to use SNMP in a NAC situation.
Discussion on differences and why choosing for a specific version of the
SNMP protocol is beyond the scope of this report, but the interested reader
is referred to [15]. In example figures 1 and 2 the AR is displayed as an
ordinary workstation seeking network access but this could be any type of
network device. Element detection by SNMP largely depends on the regis-
tration of the MAC address. With this unique hardware address it is pos-
sible to identify an element on the network. The MAC address however, is
susceptible to spoofing [16], a security concern which should be addressed.

4.2.1 Startup sequence

Figure 1 displays the startup process that can be used to detect a new ele-
ment through SNMP. In this figure, the PEP is configured to send linkUp

17
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Figure 1: SNMP Host Detection Startup

and linkDown SNMP traps to the PDP. When an AR boots up (1), the PEP
will send numerous linkUp and linkDown traps to the PDP (2) [17]. Since
it will take some time for the PEP to detect the MAC address of the AR,
the PDP will have to send numerous SNMP ”get” requests on the MAC
address property of the specific port (3.1.1). When the MAC is known on
the PEP, the MAC address will be send to the PDP (3.1.2) which is now
able to register the node. Some switches also support the MAC Notifica-
tion SNMP Trap (3.2) which makes the numerous SNMP polling from the
PDP obsolete.

4.2.2 Shutdown sequence

Figure 2: SNMP Host Detection Shutdown

Figure 2 displays the shutdown process that the SNMP process will follow.
When the AR shuts down (1), the PEP sends a linkDown trap to the PDP
(2) which enables it to disable or modify access of the switch port at the
PDP (3).

4.3 Mapping of MAC - IP addresses

In order to let a NAC system use information from multiple sources dis-
persed throughout the network it is essential for the PDP to map the MAC
address of an IP address. This information can be extracted from the DHCP
server, provided all the clients use DHCP assignment.
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4.4 VI Case

4.4.1 802.1x versus SNMP detection

The differences between 802.1x and SNMP seem clear. 802.1x provides
standard authentication services from design while SNMP detection lacks
any. 802.1x however, requires 802.1x client software and configuration [7].
Implementations of registration capabilities (e.g. at the authentication server
or switch level) based on only 802.1x traffic do not give an accurate de-
tection and registration of non capable 802.1x clients. Taken into account
the large number of guest systems and non 802.1x capable industrial au-
tomation equipment 2.4.3, SNMP detection is the most preferred technique
when doing element detection at VI.

4.4.2 Mapping of MAC - IP addresses

The mapping of MAC - IP addresses through DHCP is no option for VI.
Many industrial engineering systems make use of static IP addresses and
have no capabilities to run DHCP, making DHCP static entries not an op-
tion. Other options to make this mapping possible could be:

• Inverse ARP

• Consulting layer 3 device ARP table

• Monitoring a mirroring port on the access device

• Manual registration

Inverse ARP
The requesting of IP information can be done through the use of Inverse
ARP (InARP) [18], an extension to ARP mainly designed for WAN (frame
relay and ATM) connections. InARP maps a given MAC address to an un-
known IP address. In contrary to RARP, which is designed to resolve the
requesting hosts IP address, this query can be for any other MAC address.
The difference between InARP and ARP is that InARP does not broadcast
requests because the hardware address of the destination station is already
known. With no background information on any implementation of InARP
in current network operating systems it remains to be seen how this proto-
col can be of any practical value.

Layer 3 ARP table
Another source of information can be the ARP table of a central layer 3
router or switch [19]. As described in section 2.4.1 the VI network is built
around a collapsed core which contains two layer 3 switches. Provided the
AR has communicated through the core router to another system (not just
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on the local network) an ARP table entry is made with the MAC - IP match.
This information could be collected by using the SNMP MAC Notification
Trap [17] or by listing the ”ipNetToMediaTable” MIB-2 class [20]. Unfor-
tunately, it is no certainty that an AR will communicate through the core
router with other hosts on the network. PLC’s in VI’s example just hold af-
ter startup, waiting for a high level system to initiate communication with
it. Although this implies no infection problems to network parts reached
through the core, it is possible to infect devices attached to the local layer 2
device.
The ARP table could be filled by pinging IP ranges on the registration
VLAN. VI uses many IP ranges, sometimes also separate ranges for cus-
tomer projects. In this solution, the IP ranges need to be manually updated
and is therefore susceptible to faults. Next to that, pinging is to be done in
cycles which could negatively influence the time the host can get access to
production VLAN’s.

Port Mirroring
Port mirroring, also called ”roving analysis port” in some vendor imple-

mentations [21] is a switch port on which all egress and/or ingress traffic
of all local or remote switch ports is copied. By issuing such a port on ac-
cess network devices it could be possible with a layer 3 device to see the
first connection setup on every switch port. The problem with this solution
is its scalability. VI counts worldwide around 300 access switches which
should be equipped with such a mirror port and listening device. Possi-
ble aggregation of this network traffic is no option due to high bandwidth
demands on the aggregating channel and detection device. Next to this,
it implies that a host always initiates traffic, which is not the case for PLC
equipment at VI.

Manual Registration
It is possible to register MAC and IP addresses for static IP devices. This
however presents huge administrative overhead and reduces the flexible
use of IP addresses VI (mostly PLC engineers) are accustomed to. Next to
this, it poses no matching for non-registered malicious static IP hosts who
are able to quickly switch IP address.

4.4.3 Practical verifications

MAC address table entries
The main question about SNMP detection remains: is a MAC address table
entry made when a computer is connected? This question has been verified
in a test setup with a workstation running Windows XP and a Siemens
PLC’s connected to a layer 2 switch. Packets were inspected with Wireshark
[22] on a port mirroring port. The following arguments are verified on both
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the Windows and Siemens PLC IP stack when configured with a static IP:

• MAC address table entries are made when traffic is flown to or from
the connecting host.

• Gratuitous ARP requests [23] are sent out when the IP Stack is initial-
ized (NIC is connected or host boots up). Gratuitous ARP is designed
to detect duplicate IP addresses and update other machines ARP ta-
bles with MAC or IP addresses. These are sent out on the broadcast
address of the configured IP subnet.

The following arguments are verified on the Windows IP stack configured
with a DHCP address assignment:

• When sending ”DHCP Discovery” in order to acquire a DHCP ad-
dress, the MAC is known due to the traffic initiated at the host.

• Gratuitous ARP are sent:

– When starting up and no DHCP assignment has been possible;
when supported on the ”zeroconf” [26] (for Windows machines
called APIPA) broadcast address (169.254.255.255)

– When an earlier assigned address has not expired; on the broad-
cast address of the assigned IP address network.

Next to this, Windows machines send out local browser announcements
[24] every 12 minutes on the broadcast address of the configured IP subnet.
Gratuitous ARP can be disabled [25] on the connecting host and thus can
be circumvented to do immediate detection. However, a MAC address ta-
ble entry will appear when the first communication takes place. For these
reasons, SNMP detection of a connecting host is a qualified technique to do
element detection.

Mapping MAC - IP address
Since gratuitous ARP broadcasts send out the hosts MAC address and IP
address, it presents a way to do the mapping of MAC and IP address for
hosts. However, when verifying this possibility in the test setup, the gratu-
itous ARP broadcast (directed to the MAC broadcast address) was handled
in the following different ways:

• When the IP address was initially set, the broadcast was received on
all devices connected to the upper layer 3 (core) device.

• When the IP stack was initialized with a previous configured IP ad-
dress or the host boots up, the broadcast was stopped by the layer 2
device.
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When looking at the gratuitous ARP packets with a packet analyser, it
showed no differences between the first and second broadcast. This sug-
gests that the differences in handling are made by the layer 2 device al-
though it is a layer 3 activity.
To include both situations in element detection, it is necessary to monitor
the gratuitous ARP broadcasts on a port mirroring port on the local device.
The disadvantage of this situation is the high bandwidth demands when
port mirroring ports are aggregated. Also, gratuitous ARP can be disabled
by an attacker.

Another plausible solution is the mapping of MAC - IP addresses from
the central ARP table of a layer 3 device. The following arguments are
verified on a test setup with a layer 2 connected to a layer 3 device network
device and (layer 2) connected clients running Windows XP and Siemens
proprietary IP stack. When configured with static IP devices the following
arguments are valid:

• ARP table entries are made when traffic is routed over the layer 3
device to or from the connecting host.

The following arguments are verified on the Windows IP stack configured
with a DHCP address assignment:

• ARP table entries are made when traffic is routed over the layer 3
device to or from the connecting host.

• When sending ”DHCP Request” for renewal of the DHCP address
the IP address is known due to the unicast traffic initiated at the host.

This technique poses no solution to match the MAC and IP address of a
connecting static IP device that does not communicate over the layer 3 de-
vice. For these reasons, VI has the end decision between the following:

1. Do manual registration

• Manual registration of MAC and IP address, this poses admin-
istrative overhead and non-detection of malicious AR’s who are
able to quickly switch IP address.

• Pinging IP ranges, this poses administrative overhead for the
maintenance of used IP ranges and due to the cyclic nature of
the technique negatively impacts the time to detect connecting
AR’s.

2. Aggregate network traffic of the detection VLAN on a (remote) port
mirroring port to acquire gratuitous ARP requests. This poses high
bandwidth demands on the aggregating port. Also, gratuitous ARP
can be switched off by the connecting AR and thus poses no protec-
tion against attackers who do so.
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The end advice to VI in this circumstance is to keep manual registration of
MAC and IP addresses in a database since it is anyhow necessary for static
IP and non-browser devices to do a pre-registration to skip authentication.
Malicious AR’s who are able to quickly switch IP address could be detected
by the numerous ARP table entries at the core layer 3 device.
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5 Registration & authentication

A NAC solution needs to provide a way to register access of devices and
authenticate users who plan to register these devices. This chapter focuses
on the technical aspect of registration and authentication. The organiza-
tional processes on registration is outlined in chapter 10 of this report.

5.1 Registration

5.1.1 Repository

In order to administer who is responsible for an AR, a NAC solution should
provide a way to couple user information to computer information. With
this information, it should also be possible to perform role-based access to
specific parts of the network. In order to perform user authentication, user
information must be available. These can usually be derived from an LDAP
user authentication repository. The only way to uniquely identify network
equipment is by MAC address, as described in the element detection sec-
tion (4).

5.1.2 Central based approach

In a central based approach, computer information is coupled with user
information through a central administration body such as (a combination
of) the IT department, human resources (HR) and visitor registration (i.e.
building receptions).

5.1.3 User based approach

A central based approach clearly offers less flexibility to register devices.
For locations where there is no visitor registration and direct IT support
(e.g. support through phone) it is not an option to handle registration
through an administrative body. For this purposes, it is possible to let users
register network equipment themselves.

5.2 Authentication

5.2.1 Registration is authentication

It is possible to let the registration of the MAC address be the authentication
of the client on the network. This however, poses the threat that a MAC
address could be duplicated to obtain access on a non registered device.
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5.2.2 802.1x

802.1x (4.4.1) offers users authentication through RADIUS. 802.1x is ses-
sion based so authentication has to be performed every time a client logs
on. Clients need to be equipped with an 802.1x client to complete authen-
tication. Authentication can be performed through any EAP mechanism
[27]. Depending on the chosen mechanism, authentication server and client
could be required to have an X.509 certificate [28] or pass workstation login
credentials.

5.2.3 Captive Portal & Registration VLAN

Figure 3: Captive Portal

Captive portal techniques must be used in conjunction with policy enforce-
ment methods (see chapter 6) to have effect. With captive portals [17] the
user is ”caught” on a webpage when it tries to use its browser. Systems
with no browser or an active user controlling it (e.g. servers) should be reg-
istered in pre advance to exclude them from this process. The captive portal
authentication could be done once (e.g. registration of future legitimate use
of the switch port/MAC address combination) or session based (e.g. every
time the host boots up at the switch port). Figure 3 outlines the scenario for
DHCP capable AR’s in the registration VLAN. First (1) the client requests a
DHCP address. The PDP or an other DHCP server is configured to answer
this request with an IP address assignment in the registration VLAN (2)
with an own, custom DNS server address (possibly running on the PDP it-
self). Next, the user on the AR starts up a browser and does a random DNS
lookup query (3). The PDP responds with the IP address of a custom web
server (4) where the captive portal is hosted and user credentials or cer-
tificate can be verified (5,6,7,8). Authentication should be conducted over a
secure communication channel such as Transport Layer Security (TLS) [30].
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5.3 VI Case

5.3.1 Registration

Registration should be performed on a user based approach. This is mainly
due to the loose security policy now in effect for users of VI’s IT environ-
ment. This policy ensures users that they can connect a wide variety of
(customer) network equipment at any place, at any time (e.g. in different
timezones where there is no IT support). During the questionnaire with IT
management it came clear that users are used to this loose security policy
and thrive on the freedom the IT environment provides them (see also 2.1).
Also, a central based approach would cause administration overhead due
to the information that needs to be filled in and kept up-to-date. Users in-
formation can be imported from the central LDAP user directory where all
(external) employees are kept up-to-date. By linking the user information
with computer information, it is possible for the NAC solution to inform
the responsible person when necessary.

5.3.2 802.1x and captive portal VLAN

The main difference between 802.1x and captive portal techniques is the
moment of authentication. 802.1x has default implementations of the au-
thentication client in common operating systems such as Microsoft Win-
dows 2000 SP4 and later [29] which include the operating systems mostly
found on office automation systems at VI (see also 2.4.3). This enables
802.1x to authenticate the AR when the AR boots up or user logs on. By
using a captive portal, this authentication is done after the user logs on
when firing up a browser. A captive portal also requires SSO techniques
(e.g. Kerberos) to skip re-authentication for LDAP authenticated users. On
the other hand, captive portal techniques could become useful when pro-
viding the user instructions to cure his machine. Strictly spoken, there are
two ways an AR can be authenticated in 802.1x and captive portal environ-
ments:

1. By client certificate: requires no to minimal (password to access smart
card in case of user certificate) extra user input.

2. By user LDAP credential pass through: requires no extra user input.

Currently, there is no Public Key Infrastructure (PKI) deployed at VI. There
are future plans to deploy a PKI to facilitate smart card based user authen-
tication which could then be integrated with NAC. For the moment how-
ever, credential pass through (given at workstation login) should suffice.
To facilitate non-administered clients and non-802.1x supported clients, it
is necessary to have a captive portal in effect. When used in conjunction
with 802.1x, the captive portal should be placed in a separate VLAN where
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clients are to be placed when 802.1x authentication could not be performed
or fails. Combining both techniques requires that 802.1x must be integrated
with the captive portal to allow 802.1x AR’s to skip captive portal authen-
tication and continue with pre-admission scanning. The authentication of
static IP and no browser clients is outlined in section 5.3.4.
Appendix B (58) and C (59) outline an overview of the authentication sce-
nario in 802.1x and captive portal. It is clear that 802.1x makes the authen-
tication scenario extra complex since it is an extra stage in design an build
of the system. The end advise is to only use captive portal techniques since
this reduces the complexity of the system and provides a generic way of
authentication to all AR’s except static-IP and no browser systems.

5.3.3 Guest Users

A captive portal offers flexibility to non-registered guest systems. Through
the captive portal it is possible to make an option to only continue to a
”guest network” state thereby continuing to the pre-admission scan, but
when admitted have limited access. With this ”guest network” option, it is
possible to request user information which is then dispatched to an admin-
istrative body. This option could be restricted by requiring a login account
issued by a guest sign-in desk (e.g. reception). Although this sounds like
a reasonable proposal, VI currently holds no visitor registrations at their
offices. It is therefore unrealistic to demand registration only for IT pur-
poses. When required, it should be possible to disable access to the AR by
denying its MAC address. In the end, it is still possible to change the MAC
address and regain access to the guest VLAN. By pre-administrating guest
users it should be possible to, if necessarily required, allow guests to the
production network through the captive portal. This functionality should
nevertheless be used with care since it exposes the entire network to a non
corporate employee. Role based access should be in place to further bound
the users ability in production environment. Specification of roll based ac-
cess goes beyond the scope of this advisory report.

5.3.4 Static IP clients & no browser clients

By choosing for authentication through captive portal, industrial automa-
tion equipment cannot be authenticated simply because these are not equipped
with a browser. Next to this, static IP devices are probably not configured
with the NAC DNS server. As outlined in section 4.4 static IP devices are
to be registered in pre-advance with their MAC and IP address. This regis-
tration should enable them to skip authentication and get them to the next
phase of NAC, pre-admission control. Although this poses the hazard of
MAC address spoofing [16], it is possible with pre-admission scans to iden-
tify some other unique elements of a computer. (i.e. the OS running on it).
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If the pre-admission scan discovers great mismatches in the elements of the
previous scan and the new scan, it should deny the AR access. This deny
can after wise be reset by administration of the NAC after verifying what
caused the mismatch. It is alway possible to exclude access switches in
secure environments from the solution such as those in server rooms.

5.3.5 Extra network equipment

At VI, it is permitted for users to add extra network equipment to the net-
work (e.g. to spread the number of available network connections). This
network equipment can be issued by IT or bought/brought in by users
(mostly engineering employees). These devices should be used sporadi-
cally because, without administrative access to the access device, it is im-
possible to enforce policies on the client. An organizational policy on this
subject (see also 10.1.4) should be in effect. In the NAC solution it should
be possible to make an exception by MAC address. This exception will
exclude the network device from the NAC process.

5.3.6 Administrative access

When authentication is performed for production VLAN users, admin-
istrative access to the AR is required in order to check policies by post-
admission control. To obtain administrative access to guest user systems, a
dissolvable agent should be hosted on the captive portal site. A user who
wants to enter production VLAN’s with a machine that does not accept
administrative LDAP credentials first has to install this agent. The back
end system should check administrative access upon authentication of the
user - AR combination in the captive portal. Pre-registered MAC addresses
should be excluded from this check.
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6 Policy enforcement

The next step in the sequence to NAC is to choose a way to enforce policies
for the Access Requestor (AR) [7]. The goal of policy enforcement is the
action in response to a hosts state. This enforcement can be done in various
ways [9] which are discussed below.

6.1 802.1x

In extension to section 4.4.1, 802.1x provides two enforcement environ-
ments. The ”unauthorized” state and the ”authorized” state are enforced at
the access device (switch). In the ”unauthorized” state only authorization
information is allowed to pass through the switch to the defined authoriza-
tion server. In ”authorized” mode, all network traffic is allowed to pass.
Vendor modifications to the protocol however, [31], [32] add the possibility
of a ”guest VLAN” when 802.1x authentication is not possible or fails.

6.2 ARP

Figure 4: ARP influencing

Address Resolution Protocol (ARP) [33] can be used to influence the traf-
fic direction on a layer 2 network. Figure 4 outlines the scenario, mainly
derived from ARP ”poisoning” techniques [34]. First (1) an AR sends out
an ARP request broadcast to lookup its default gateway. On policy deci-
sion, a locally attached PEP may reply to this broadcast (2) with the MAC
address of a different gateway (3,4). All AR’s traffic will now be switched
to the PEP’s specified gateway. With this modified gateway it is possible
to remediate the enforced client, possibly by extending the (captured) en-
vironment behind the gateway with VLAN’s to remediation services. This
solution has many disadvantages:
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• Hosts on the local LAN are susceptible to cross contamination (e.g.
computer worms).

• There must be intelligence connected to every local network.

• ARP broadcasts can be replied to by every client on the local network.
While ARP works by the concept of ”first come first go” this tech-
nique gives no hard guarantees unless the switch or all other clients
or are configured to not respond or let only the PEP respond to ARP
requests.

• Steering is difficult in this technique because ARP table entries are
held on clients for a specified caching time or during a workstation
logon session. If network traffic continues to flow this entry will not
disappear. Because of this reasons, the PEP has no means to re-route
traffic to the ”correct” gateway when the AR is cured. One possible
solution for this could be to let the traffic flow through the PEP itself
for remediation purposes and afterwards serve as a ”normal” gate-
way. The problem with this setup is, that if the ARP cache entry stays
at the client, the PEP could serve lots of traffic thereby negatively in-
fluencing the performance of the network.

6.3 In-line devices

In-line devices could be placed in the network between all uplinks of the
access layer switches to the upper layer (core) network. The in-line device
in this situation can serve as a PEP but can also be used to examine pass-
ing traffic. The problem with these devices is often that the device cannot
handle the required bandwidth and latency on uplink connections. This so-
lution also needs many locally deployed devices on uplinks and provides
no measures against cross contamination by computer worms on the local
network.

6.4 DHCP

Dynamic Host Configuration Protocol (DHCP) [35] also provides means
to steer the network environment of an AR. By making the PEP the DHCP
server, it can provide a different subnet configuration for AR’s who need re-
mediation. By configuring layer 3 devices with Access Control Lists (ACL’s),
it is possible to capture a client in a remediation environment. DHCP pro-
vides no solution to cross contamination. Next to that, when a hosts needs
to be placed in a different environment, there is no way to ”force” a DHCP
request from the AR. A solution for this could be to keep the DHCP leas-
ing times very short. This will unfortunately result in massive broadcasts
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on the local network for DHCP renewals. Also, this solution provides no
means to enforce static IP devices.

6.5 Dynamic VLAN

Provided the network access device (i.e. switch) supports this technique,
dynamic VLAN assignment through SNMP can put the traffic of an AR on
a separate (remediation) ”LAN”, thereby isolating the contaminated client
from the clients. Provided VLAN information is distributed through all
LAN network devices (e.g. with protocols such as VTP) it is possible to
include remediation services servers on the VLAN.

6.6 Administrative access

Administrative access provides more insight to the conditions of software
running on an AR. With administrative access, it is possible to:

• Check the AR for installed programs

• Determine the patch level of the operating system and antivirus prod-
ucts.

Administrative access is usually obtained through a software agent. For
AR’s in an organizations domain this agent can be installed through soft-
ware policies. For guest AR’s this can be done through dissolvable agents
[9]. The downside of dissolvable agents is that they are usually made
for common client operating systems [9] and require the user running it
to have administrative access himself. Another way to obtain access is
through an automated network software scanner running from the net-
work. These scanners however require administrative credentials on the
users computer, something guests will not give away very likely due to
legislation of the guest systems owner.

6.7 VI Case

6.7.1 Policy enforcement

Policy enforcement is preferably done through dynamic VLAN’s assign-
ment after the 802.1x process. ARP and in-line devices require, next to their
individual disadvantages mentioned in the previous section, the presence
of intelligence on every access device. DHCP or Dynamic VLAN assign-
ment do not have this requirement but offer no protection against cross
contamination in a remediation environment. Cross contamination could
be mitigated by placing all AR’s in their own VLAN. There are two possible
techniques to arrange this:
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• Assign random VLAN numbers.

• Use private VLAN’s.

6.7.2 Assign random VLAN numbers

By letting the PDP assign the PEP a random VLAN number, it isolates the
AR from the rest of the isolated AR’s. To make the remediation services
accessible to the client, this VLAN also needs to be routed through the core
of the network to the remediation service. Access ports for servers which
contain remediation services should trunk traffic [36] with protocols such
as dot1q [37]. The remediation servers should be configured to reply with
the VLAN tag the request came in.

6.7.3 Private VLAN

Figure 5: Private VLAN
Copyright Cisco Systems [38]

Private VLAN (PVLAN) [38] is a proprietary functionality developed by
Cisco Systems mainly for DMZ and internet service providers purposes.
With PVLAN it is possible to communicate with hosts in a primary VLAN
but not let hosts communicate with each other when connected to a single
access device. As displayed in figure 5, when using the PVLAN model,
AR’s are placed in VLAN’s defined as ”secondary” and ”isolated” at the
layer 2 access device. Remediation server access ports are placed in the pri-
mary VLAN (defined as promiscuous port), receiving data of all mapped
secondary VLAN’s. This setup reduces the number of configured VLAN’s
throughout the core network and does not require VLAN tagging at the re-
mediation servers. Traffic back from the servers is tagged with the primary
VLAN identifier and can be received on all mapped secondary VLAN’s. It
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has to be mentioned that this option is only available on Cisco based net-
works with specific series of hardware equipment and software versions
[38]. Next to that, VTP has to be configured transparently on all switches
participating in the setup.
Since VI’s network is built around PVLAN capable equipment, 802.1x with
PVLAN provides the best options for easy configuration of policy enforce-
ment. It has to be mentioned that this choice has to be made by taking fu-
ture plans into account. If VI has plans to buy non PVLAN supported net-
work equipment it is better to choose for the ”random VLAN assignment”
option. When the remediation and/or authentication services are virtual-
ized VI needs to take into account that the possible use of virtual switches
will not support this proprietary function. Also, VI has to take into account
that VTP functionality must be disabled when deploying PVLAN. To reme-
diate this, VLAN changes should be distributed by others means such as
switch configuration deployment software. 802.1x vendor extensions for
guest VLAN’s [32] do not offer the same functionality with PVLAN. It is
therefore necessary to let the PDP do the switch port configuration after
the 802.1x authentication with SNMP commands.

6.7.4 Administrative access

The questionnaire with the IT department at VI pointed out that it does
not want to consider a goal of NAC to enforce software policies. Therefore,
administrative access should be limited to checking the patch level of the
operating system and anti virus products and severe vulnerabilities in in-
stalled software products. One practical way to verify this is with the use
of the network scanner Nessus [39]. When provided with administrative
credentials, this scanner is able to verify what updates have been applied
to common operating systems such as Windows which is commonly used
at VI (2.4.3). The problem remains to obtain administrative access to guest
user systems. For this purpose, a dissolvable agent should be hosted on the
captive portal site. A guest user first has to install this agent in order to let
NAC verify policies.

6.7.5 Practical verifications

In order to make use of dynamic VLAN assignment, it has to be verified
that the client renews the DHCP address when the VLAN is set (changed)
on a switch port. The following arguments are determined on a test setup
with a layer 2 switch connected to a layer 3 switch. On these switches,
2 VLAN’s were assigned of which one contained a generic DHCP client
(Windows OS) and the other contained a DHCP server (Windows as gen-
erally deployed at VI). At the VLAN containing the DHCP client, the IP-
helper address was configured to forward DHCP broadcast of the client to
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the DHCP server. The DHCP lease time was set to 90 seconds. The follow-
ing argument is true when allocating the switch port to a new VLAN:

• When switched, the DHCP address was renewed immediately after
the expiration of the address. (normal behaviour)

The following argument is true when allocating the switch port to a new
VLAN and issuing a shutdown and start up of the switch port within 5
seconds:

• When switched, the DHCP address was renewed immediately after
the start up of the switch port.

Previous arguments are also valid when using PVLAN’s. When PVLAN’s
ports are to be switched to other environments, they can simply be mapped
to an other primary VLAN. These arguments result in the conclusion that
issuing a shutdown/start up command after VLAN allocation has a posi-
tive effect on the DHCP renewal time of the client.

34



Feasibility Study Network Access Control

7 Pre-admission evaluation

The goal of the pre-admission evaluation stage is to check the health of a
connecting AR before it may enter other sections of the network. This pro-
cess is usually done through a vulnerability scan and monitoring the AR’s
network traffic [17]. Pre-admission scanning is done in a limited access
environment and disables the users’ ability to access the required network
resources to do his job. It is therefore essential that the time-to-completion
of a pre-admission evaluation stays below a user acceptable timeframe.

7.1 Vulnerability scanning

Vulnerability scanning provides means to check a host on all kinds of threats
which can vary in severity. To provide a network based approach it is es-
sential to invoke this scanning from a network station located in the pre-
admission VLAN. After vulnerability scanning is completed, this report
information should be exchanged with the PDP. Next, the PDP can classify
the host based on this report and authentication information.
Vulnerability scanning when having administrative rights on the client ma-
chine greatly improves scanning results. With administrative rights it is
possible to list software installed on the machine and determine patch level
of the operating system and virus scan software. With this information it is
possible to determine specific threats on the software.

7.2 Intrusion detection

Intrusion detection plays an import role in the pre-admission phase. Since
cross contamination usually happens through data traffic, by first analyz-
ing the traffic during pre-admission it should be possible to determine that
an AR produces no malicious network activities.

7.3 User interaction

User interaction is essential in the pre-admission stage of a NAC solution.
Since a non-client based approach cannot force any cure on the AR, the
user should be provided with instruction to do so him or herself. When
pre-admission scan classifies the AR as a potential threat, a captive portal
deployed in the remediation VLAN could provide the user with instruc-
tions. Scanning information should be exchanged about the detected vul-
nerability. Instructions to solve the issues should be written in advance
and mapped to different classes of vulnerabilities. After the issues have
been solved, it should be possible for the user to re-scan its machine after
which it can be placed out of remediation environment.
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7.4 VI-Case

The level of threat accepted in pre-admission phase strongly correlates with
the accepted scanning-time. While this stays a security management issue,
questionnaires with IT management pointed out that 30 seconds is an ac-
ceptable time-to-connect. Appendix A (see page 57) displays the threats
VI equipment is exposed to. To keep within the stated timeframe it is es-
sential to only include active network security threats in the pre-admission
scan. These threats must be severe to other clients placed in the same pro-
duction VLAN (e.g. cross contamination). Non-severe threats should be
noticed by post-admission scans after which, dependable on the severity,
re-classification of the AR could occur.
Because non-802.1x authentication and remediation is performed in a sin-
gle VLAN, this poses a threat to the availability of the authentication ser-
vices. It is therefore necessary to protect the captive portal. This could be
done by only admitting HTTPS traffic to the captive portal server. Also, the
captive portal website itself should be secured against standard web server
threats and input threats. Exact technical solutions are beyond the scope of
this report.

7.4.1 Vulnerability scanning

Vulnerability scan advisory (in pre- and post-admission stage) is based
on the Tenable Nessus [39] vulnerability scanner, who has a top 20 list-
ing for security tools according to sectools.org. Nessus encompasses at the
moment of this writing 24887 plug-ins in their ProfessionalFeed commer-
cial version, covering 9741 Common Vulnerabilities and Exploits (CVE’s)
[40]. Threats that should be addressed during pre-admission scanning are
all Nessus plug-ins classified as ”backdoors” [41]. These backdoors or
”worms” are a hazard to other AR’s in a production VLAN environment.
Nessus ProfessionalFeed also encompasses 32 plug-ins for known exploits
on SCADA equipment (industrial automation systems) [42] which could
be used to check VI SCADA equipment on vulnerabilities. Only AR’s with
vulnerabilities marked as ”high” should be forced by the PDP to stay in the
remediation environment as these pose immediate threat. Vulnerabilities
with ”medium” classification should be reported to the end-user by mail
as they are not immediately exploitable but could cause future trouble.
For authentic user AR’s it is now necessary, with administrative privilege,
to check the operating system patch level and antivirus patch level. These
latest patch levels should be the patch level required by IT management in
order to get access. Also, Nessus should be kept up to date with the latest
plugins in order to check on the latest vulnerabilities.
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7.4.2 Intrusion detection

The intrusion detection advisory is based on Snort [43] who is, just like Nes-
sus, among the top 20 listing for security tools according to sectools.org. In-
trusion detection can be implemented at VI on a port mirroring port (4.4.2)
on a core layer device in the network. On this port, all network traffic from
the pre-admission VLAN is copied from the dynamically mapped PVLAN
ports of AR’s in pre-admission stage. Snort can handle throughputs around
125 Mbit/s [44] while some speak of 200 Mbit/s [45] which is a design lim-
itation. Although multiple hosts could interfere the correct working of the
IDS by producing a lot of network traffic at the same time, traffic could be
limited on a switch port basis to prevent such a situation [46]. Snort em-
ploys rule sets (categorization) which contain rules of the set type. Snort
should be run with the default rule sets active as displayed in Appendix
C (59). Also, the ”backdoors” and ”virus” non-default rule sets should be
activated to cover endpoint security threats (see also 57). Snort classifies
the priority of a rule violation [47]:

• Priority 1 - High Priority Classifications (e.g. A Network Trojan was
detected)

• Priority 2 - Medium Priority Classifications (e.g. Potentially Bad Traf-
fic)

• Priority 3 - Low Priority Classifications (e.g. Detection of a Network
Scan)

For pre-admission scanning, different priorities can be mapped to different
users categories. Guest users should be required to fix only priority 1 viola-
tions, as priority 2 and 3 pose no immediate threat to other AR in the guest
VLAN. Authenticated users for production VLAN’s should be required to
fix priority 1 and 2 violations, mainly due to the danger these violations
(can) host to production VLAN services. The fine tuning of Snort goes be-
yond the scope of this report, but the interested reader is referred to [48]
and [49].

7.4.3 User Interaction

While captive portal functionality serves the possibility of the user fixing
the problem itself, it provides no means to cure pre-registered hosts (i.e.
static IP devices and non-browser devices). For these AR’s, it is essential to
also pre-register a way to communicate with the responsible owner. When
a threat is detected, the threat and possible cure action should be commu-
nicated by media such as email or mobile SMS. With these communication
media, the user is informed real-time on the limitation in effect on his/her
AR and the possible solution to fix the problems. It should be possible to
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initiate a re-scan by answering the mail, SMS or by logging into the pre-
registration portal.

7.4.4 Known MAC allowance

Pre-admission evaluation could be problematic in terms of the ”time to pro-
duction” when an AR is rebooted multiple times. According to PLC engi-
neers of VI, this is common practice on industrial hardware. It is therefore
possible for the PDP to verify if a MAC address reappears within a cer-
tain threshold on the same switch port and passed pre-admission scanning
before (within this threshold). If this threshold is kept within an arbitrary
amount of time it is highly unlikely the client could have been infected
by other ways. While this still poses the threat of an attacker re-appearing
within the threshold with a malicious host with a spoofed MAC address on
the same port, this should be a security versus usability security manage-
ment decision by VI. It is advisable to only implement this functionality for
pre-registration devices which are, for the most part, industrial automation
hardware. Post-admission evaluation in this situation should be consid-
ered safe enough to detect misuse of this functionality.

7.4.5 Pre-register MAC

The pre-registration of static IP devices and non-browser devices poses a
threat concerning MAC address spoofing. Pre-admission evaluation can
be configured to save unique elements (e.g. operating system and com-
puter name) of the pre-register devices to a database. When a new evalua-
tion points out differences between the database and the current AR, access
should be denied.

7.4.6 Practical Verifications

Practical verifications in this section are the completion time of the vulnera-
bility scan and monitoring standard PLC traffic to check if Snort marks any
normal network traffic as suspicious.

Scanning time Nessus
The following arguments were verified on a test setup featuring a produc-
tion layer 2 switch with a connected Nessus 3.2.1.1 vulnerability scanner.
Vulnerability scanned hosts were standard Windows XP SP2 deployed at
VI, a Profinet based PLC test setup and Unix-based QNX.

Computer network worms
When the proposed ”backdoor” category was enabled, scanning times were
the following:
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• On standard desktop machines (Windows XP) 1:20 minutes and 1:30
minutes.

• On PLC equipment: between 2:00 minutes and 2:30 minutes.

• On FSC (QNX) equipment: between 1:30 and 1:40.

These scanning times are beyond the VI acceptable 30 seconds (7.4). It is
therefore advisable to only inspect network traffic with Snort during pre-
admission evaluation. Since a computer network worm must expose net-
work traffic to infect other clients, Snort scanning should detect this.

Administrative checks
When the proposed administrative access category was enabled, scanning
times on standard desktop machines (Windows XP) were between 15 and
16 minutes. These scanning times are also far beyond the VI acceptable 30
seconds. It must therefore be verified if it is possible to check the patch level
of the operating system and antivirus product through remote scripting. If
this is not possible, post-admission scanning on this feature should be con-
sidered. In the end, installing a(n) (dissolvable) agent on all machines is an
option although this is against a network based NAC approach.

IDS PLC Test
The following arguments were verified with Snort 2.8.3.2 connected to a
port mirroring port on a layer 2 switch. Also connected to the switch was a
Profinet based PLC test setup and a management station running Windows
XP SP2. In the test setup, normal network activities were run such as the
loading of configurations and accessing the (optional) webservice of the
PLC test setup. The only traffic detected as malicious was an ”EXPLOIT
RealVNC server authentication bypass attempt” which was caused by a
VNC service running without password on a Windows CE machine used
to display PLC information.
The conclusion of this test is that there are currently no ”strange” network
activities detected by the proposed security ruleset of Snort on standard
PLC network activities.
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8 Access classification

Access classification is the process after the pre-admission evaluation when
the AR is bound to a certain environment. This classification is depend-
able on authentication and results of the pre-admission evaluation. Also,
post-admission control in the production environment may force an AR to
re-bound to the authentication & remediation environment. Since the com-
pletion of the environments is IT policy dependable, this chapter will solely
deal the VI case.

8.1 Authentication & remediation environment

The authentication & remediation environment is the ”starting” VLAN where
AR’s are authenticated and possibly cured. An AR will continue to stay
in the authentication & remediation VLAN when the pre-admission scan
points out that there are severe threats (see also 7.4) of the requester. Also,
if post-admission scanning points out that an AR poses a severe threat to
the network or to itself, it will be bound to the authentication & remedia-
tion VLAN. The authentication & remediation VLAN is build around in-
dividual PVLAN’s (6.7.3) bound to a main VLAN. This main VLAN has
to block access to other VLAN’s (i.e. production/guest VLAN’s). Services
that should be in placed in the main VLAN include:

1. Critical network services

2. Pre-admission evaluation

3. OS update services

4. Antivirus services

5. General application services

These services must be highly protected due to the (possible) hazardous
clients on this VLAN. The services must be hosted on servers dedicated to
the VLAN to prevent cross contamination.

1. Critical network services
Critical network service on the VLAN include:

• Internal DNS services

• DHCP services

• Hosting of the captive portal to redo authentication
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2. Pre-admission evaluation
Pre-admission evaluation as described in the chapter 7 should be in effect
on the authentication & remediation VLAN to check the health of a con-
necting AR.

3. OS update services
OS update services in the VLAN should contain critical updates on all com-
mon operating systems deployed in the organization (2.4.3). Examples of
these services are Windows Software Update Services (WSUS) for Win-
dows machines and repository services for Linux. It should be mentioned
that it is not possible for a user to execute these updates when he or she has
no administrative rights on the AR. Since IT questionnaire during this re-
search pointed out that around 80% of VI’s employees have administrative
rights on their workstation, this should not be a problem for VI employee
users.

4. Antivirus services
The current antivirus services deployed at VI comprise a corporate virus
scanner 2.4.5 installed on all Windows OS workstations. While it is possible
to host an update repository with McAfee DAT files (virus definitions), ad-
ministrative control over the virus scanning software is needed to change
the update repository location. A better solution, also available to guest
users, is to provide a separate virus scanning and removal tool. An exam-
ple of such a tool is ”Stinger” from McAfee [50].

5. General application services
General applications (i.e. Adobe Reader, Java Runtime Environment) may
also pose vulnerabilities to AR’s. These vulnerabilities must be detected
by the vulnerability scanner deployed in the production environment. The
configuration of the general application repository should depend on IT
management policy. There can be two options:

1. Host a repository with standard applications

2. Give limit access to a list of mapped websites

1. Repository
A repository should host a list of the newest freeware applications of which
old version may contain a threat to security. Although such a repository re-
quires extensive maintenance and may bring legal issues, it is possible for
the user to install a new version of the application not posing the vulnera-
bility.

2. Limit access to mapped websites
It is possible to supply limited access to patch websites based on programs
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listed in the Common Vulnerability Exposures (CVE’s) [40]. This requires a
proxy server and an intelligent DNS server to limit the user’s accessibility
to the Internet. Also, the list of accessible websites should be manually
maintained or a link between the CVE’s and known websites must be build.

8.2 Guest environment

An AR will be placed in the guest VLAN when the user has selected guest
access on the captive portal website. This VLAN has to block access to other
VLAN’s (i.e. production/remediation & authentication VLAN’s). When
choosing for a high secure environment, it is possible to choose for individ-
ual PVLAN’s in the guest network. VI however wants to enable local area
networking in guest VLAN to facilitate subcontractors. The services that
should be in place on the guest VLAN include:

1. Critical network services

2. Internet connection

3. Post admission scanning services

Re-classification of hosts to the remediation VLAN can be done by vulner-
ability scanning and IDS.

1. Critical network services
Critical network services on the guest VLAN include:

• Internal and external DNS services

• DHCP services

• Hosting of the captive portal to redo classification

2. Internet connection
The Internet connection on the guest VLAN should provide limited access
depending on the stated policy by IT management. This is done for guest
users (e.g. subcontractors or customers) that only seek connection to their
home (company) network. (e.g. through SSL VPN). It is advisable to only
limit the traffic to well known, policy acceptable, ports.

3. Post admission evaluation
Post admission scanning services will continuously watch the behavior of
AR’s in the guest environment and is described in section 9.1.
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8.3 Production environment

An AR will be placed in the production VLAN when captive portal au-
thentication is successful, pre-admission scan points out there are no severe
threats and there is administrative control over the equipment. Production
VLAN’s are currently deployed at VI and therefore require no further de-
scription of services. The next chapter will describe post-admission scan-
ning which will be deployed in the production VLAN.

8.4 Wrap up

Now the access classification is outlined, the NAC solution can provide
access to a user. In Appendix C on page 59 a flowchart is outlined with a
complete view on the authentication procedure. Appendix E on page 62
depicts an overview of the different environments.
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9 Post-admission scanning

Post admission scanning is the process of continuously verifying the health
of an admitted AR. If required, the PDP can choose to reconfigure access
of the AR by placing it into remediation. Post admission control differs
from pre-admission control in the configuration of the detection elements.
Since post admission control is a continues process that does not effect the
users ability to work, it has no time limit boundaries as pre-admission eval-
uation. The remediation environment will not be discussed during this
section, since there will be no post admission control in effect in this envi-
ronment. Guest network and production network post admission control
however, will differ. Since post admission control techniques are identical
to pre-admission evaluation techniques they have already been discussed
in chapter 7. Therefore this chapter will solely deal with the VI case.

9.1 Guest environment

The basic principle of the guest environment is that clients are checked on
threats they pose for the network and to each other, but not to themselves
(e.g. local viruses). This standpoint results from the policy that company
data and its users (working in the production environment) must be forced
to have a basic set of security measurements (1.1) and not every guest user,
since they do not have direct access to company data. The guest network
will have the same configuration on vulnerability scanning and IDS as the
preadmission phase of the authentication & remediation VLAN (see 7.4).

9.2 Production environment

9.2.1 Vulnerability scanning

The basic principle of the production network is that clients are checked for
threats posed to the network and to themselves. In order to do so, admin-
istrative rights have been verified (5.3.6) during authentication. Also, pre-
admission scanning pointed out if the patch level of the operating system
and antivirus scanner is up-to-date. Vulnerabilities in common software
running on the AR can now be checked.

Pre-registered AR’s typically do not have an active user controlling them.
This category normally contains server systems and SCADA equipment
(2.4.3). To exclude both categories from administrative access is not pre-
ferred, since server systems may host vulnerabilities as well. Therefore, it
should be possible to test systems in this category on an if-possible basis to
access them with administrative credentials.
Since the pre-registration of MAC addresses poses the threat of MAC ad-
dress spoofing, post admission control could be used to collect unique el-
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ements of a host. When elements stored in the database differ from the
elements now detected when scanning the AR, it is possible to block or
limit access of the pre-registered MAC and send notification alerts to sys-
tems management.

Vulnerability scanning in the production network can be configured to check
all listed plugins [41]. In case of Nessus this must be conducted in ”safe
mode” meaning that on devices which are known to be adversely affected
by denial of service attacks, these tests are not conducted [51]. Only ”High”
vulnerabilities should force an AR back to the authentication & remediation
VLAN where they can be cured. ”Medium” vulnerabilities and their solu-
tion are send through mail as they do not pose an immediate threat. All
vulnerabilities detected on pre-registered machines (5.3.4) should be com-
municated to the registered user by mail, SMS or other real-time media.

9.2.2 Intrusion Detection

The Intrusion Detection System configuration for post admission scanning
is the same configuration as the pre-admission (7.4.2) IDS configuration.
However, in production, the Snort throughput limit of 125 Mbit/s [44] to
200 Mbit/s [45] prevents Snort from being the deployed in the core of the
network. Currently, the core of VI’s network has an average utilization
of 380 Mbit/s when measured over 2 hours (daytime) with peaks of 650
Mbit/s when measured over 2 minutes (daytime). To enable full inspection
of all network traffic, hardware accelerated Snort [45] or vendor IDS mod-
ules [52] directly connected or plugged into the core layer devices should
be considered.
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10 Organizational processes

An introduction of NAC largely depends on the organizational processes
and policies surrounding it. In this section, organizational requirements to
VI will be discussed.

10.1 Registration & Authentication

10.1.1 Registration limits

Since the proposed NAC architecture has a user based registration approach,
registration limits must be in effect to limit the amount of machine regis-
trations per user. This is also to safeguard the effective usage of the guest
environment. Otherwise, every guest could be registered by a VI employee
and is able to access the production network.

10.1.2 Pre-registration

Because pre-registration machines skip the authentication phase of the pro-
posed architecture, this should be a limited available option. In normal cir-
cumstances, the following groups need to pre-register network equipment:

• Engineering departments: for PLC and SCADA equipment (2.4.3)

• IT department: for server management

• R&D department: for testing purposes

10.1.3 Authentication

When hardware is dispatched by IT to VI employees, the hardware is cou-
pled to the user account by means of an employee number. With this link
it is possible to determine the amount of seamless authentication attempts.
When authentication is performed, the user is coupled to a specific machine
for that session. When the session is over, the coupling ceases to exist. With
this coupling it is possible to dispatch information about the AR to the re-
sponsible person.

10.1.4 Extra network equipment

A policy must be determined on adding extra network equipment (see also
10.1.4) to the network. If this network equipment is not configured by IT
management, it will not participate in the NAC process. Therefore, extra
network equipment should be kept to a minimum. Only qualified IT man-
agement (e.g. of the NAC system) should be able to add exceptions to the
NAC system. These exceptions should be time bounded. The excluded
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equipment must be replaced by IT configured network equipment as soon
as possible.

10.2 Asset management

Currently, there is no asset management in place. Although general IT
hardware (e.g. desktop, server systems) are issued by the IT servicedesk,
other hardware (e.g. industrial automation computers) are not registered
at all. In order to only pre-register company equipment, an asset manage-
ment process is required. This process also requires intensive maintenance
due to the nature of some systems. Systems are sometimes used internal
during design phase and are eventually sold to customers.

10.3 Management effort

The NAC architecture described in this document is based on a low effort
management design, mainly due to the self-service authentication and re-
mediation. Activities that need to be performed from system management
include:

• Checking a limited set of Common Vulnerabilities and Exposures (CVE’s)
on a frequent basis [40] and determine if they are a hazard to current
systems.

• Keeping the remediation environment up to date (e.g. examine patch
level).

• Maintenance of the pre-registration MAC list (e.g. possibly delete
entries which are not used over a specific amount of time).

• Keeping the user instructions up to date.

• Fine tuning the pre and post- admission elements.

• Analysing trends.

• Perform manual interventions when policy misuse is detected.

Expectations are that these activities will lead to 0,3 FTE of effort by IT ad-
ministration staff on the location Veghel. This is based on a total of 2300
devices connected to the network at the location in Veghel 2.4.3.

Activities that need to be performed by helpdesk staff include:

• Solving user problems when ”self-solve” instructions provide no so-
lution.

• Perform user registration in dialogue with human resources.
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Expectations are that these activities will lead to 0,8 FTE of effort by helpdesk
staff on the location Veghel. This is also based on a total of 2300 devices con-
nected to the network at the location in Veghel 2.4.3.

During enrolment of the architecture, the effort will exceed these estima-
tions. This will be mainly caused by the none-regulation now, user-awareness
creation and fine tuning of the pre and post admission elements.

10.4 Hardening clients

Current policies on the hardening of IT network clients do not exist. For
NAC, it is essential that the current situation is up to date, before the so-
lution is deployed. Otherwise, users will be forced to fix the problems of
the IT department. Operating system updates are currently deployed on
an manual basis through software policies. While this provides no guar-
antees on deployment, an IT process which includes the testing of updates
should be incorporated. Also, normal software updates are currently only
deployed when there are usability problems with the software. In order
to keep clients secure, IT management should check on vulnerabilities of
current software. This could be done by checking a limited set of Common
Vulnerabilities and Exposures (CVE’s) on a frequent basis [40].
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11 Conclusion & future research

A network based NAC architecture for VI poses the necessary demands. It
is clear that NAC solutions can be company dependable, mainly derived
by the nature of the users, working environment and connecting Access
Requestors (AR’s). Also, various improvements are possible when using
different, sometimes vendor specific, techniques.
Reviewing the stated research questions from chapter 1:

What is the best architecture for a NAC solution in this environment?
Described in the different chapters of this advisory report, it can be stated
that a NAC architecture for VI must have the following elements:

• Perform element detection through SNMP queries and traps.

• Authenticate users through captive portal techniques.

• Pre-register exception devices.

• Perform pre and post- evaluation checks to detect malicious behavior
to the network or other clients.

• Evaluate the safety of the host itself by checking the state of installed
software.

• Perform access classification dependable on the state and authentica-
tion of the AR.

• Provide remediation services and instructions for the user to cure the
situation when necessary.

What elements and services should be part of this architecture?
Elements and services that should be in place to provide the necessary tech-
niques are:

• General network services as DHCP and DNS.

• SNMP communication services (e.g. for VLAN assignment)

• Authentication services.

• Software, antivirus and operating system update repositories.

• Intrusion detection systems to verify malicious network activities.

• Vulnerability scanners to verify malicious network activities and eval-
uate AR’s own safety.

• A dissolvable agent to evaluate AR’s own safety for use on guest sys-
tems.
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What organizational processes should be in place for an introduction of
this technique?
The architecture focuses on the self-service aspect of the user by self authen-
tication and registration bounded to a limited amount of authentication or
registrations. Organizational processes 10 that should be implemented in-
clude asset management, limited registration of extra network equipment,
the hardening of clients, administration of the solution and helpdesk sup-
port for the user.

Is network based NAC feasible technology for this situation?
The answer to this question is yes, but network based NAC alone does not
provide enough information. As can be read in section 5.3.6, administra-
tive access is required to determine the exact state of installed operating
system updates, antivirus versions and malicious installed programs. For
this reason, a so called ”dissolvable” agent must be used on machines that
are not under corporate administration.

11.1 Final thoughts

When starting this research project, I planned to test components with the
open source network based NAC implementation Packetfence [17]. When
I described the different stages of the architecture, I came to the conclusion
that some more basic tests were needed. Although these tests were not
conducted with Packetfence, the implementation supports or requires these
techniques and the tests were therefore essential to conduct.
The infrastructure described in this document is deployable when there
is no limit on physical resources (i.e. server hardware). VI’s network is
also present on temporary locations where only a connection to the head
office is in place. A collapsed NAC design or usage of the central NAC
infrastructure for these locations should be investigated.
In the end, I believe that with this report VI is able to verify which NAC
products satisfy it’s demands. Also, VI can improve current organizational
processes to prepare them for NAC.

11.2 Future research

While performing this research, multiple questions remained unanswered
due to the limited time:

• Monitoring and management demands on the solution are not de-
scribed in this report. These demands should be investigated before
the architecture is developed.

• Pre-admission evaluation on operating system and antivirus patch
levels performs to slow through Nessus (7.4.6). It should be investi-
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gated if this evaluation is possible through remote scripting and if this
performs within the VI stated pre-admission time limit. (30 seconds)

• Effects on the described architecture when using VoIP devices and
machines connected to these VoIP devices should be investigated.

• The implementation of the architecture on wireless networks should
be investigated since the proposed techniques can be non applicable
on such networks.

• One could issue that a NAC solution with user agents provides a bet-
ter usability, because it is able to fix problems for the user. Maybe this
is also possible by running specific remote scripts on affected hosts.

Other research questions are:

• Detection of the IDS system could be improved by implementing a
honeynet.

• Inspection of traffic on Profinet by RT and IRT (2.4.1) could not be
analyzed by Wireshark during tests, possibly because of their low
latency. Analyses of inspecting this traffic requires attention when
these networks must be protected by NAC.

• For VI, role based access in the production VLAN would be a logical
next step after implementing NAC.
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Appendix A: Endpoint Security Threats

The following information is based on IT Questionnaire conducted dur-
ing the research. The threat mapping is based on the categories plug-ins
available for Nessus [39] the number 1 vulnerability scanner according to
sectools.org.

Type of system Workstation/server system
Operating system type Microsoft Windows Based
Currently used in organisation Windows XP, Windows 2003
Known threats application/service exploits, backdoors,

database exploits, denial of service,
finger abuse, firewall attacks, FTP attacks,
open system (shares), operating system (patches),
RPC, shell access exploits, SMTP issues, SNMP issues,
bad user management or default account misuse,
virusinfections, web server attacks

Type of system Flow System Controller (FSC)
Industrial PC hardware (x86 oriented)

Operating system type Unix Based
Currently used in organisation QNX
Known threats application/service exploits, backdoors,

database exploits, denial of service,
finger abuse, firewall attacks, FTP attacks,
open system (shares), operating system (patches),
RPC, security shell access, SMTP issues, SNMP issues,
bad user management or default account misuse,
web server attacks

Type of system SCADA Programmable Logic Controller (PLC)
Operating system type None, setup is hard coded
Currently used in organisation Siemens 300/400 series
Known threats application/service exploits, backdoors,

denial of service, finger abuse, FTP attacks,
security shell access, SNMP issues,
bad user management or default account misuse,
web server attacks (when available)
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Appendix B: 802.1x Flowchart
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Appendix C: Captive Portal Flowchart
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Appendix D: Snort Rules
snort.conf

#=========================================
# Include all relevant rulesets here
#
# The following rulesets are disabled by default:
#
# web-attacks, backdoor, shellcode, policy, porn, info, icmp-info,
# virus, chat, multimedia, and p2p
#
# These rules are either site policy specific or require tuning in order
# to not generate false positive alerts in most environments.
#
# Please read the specific include file for more information and
# README.alert_order for how rule ordering affects how alerts are
# triggered.
#=========================================

include $RULE_PATH/local.rules
include $RULE_PATH/bad-traffic.rules
include $RULE_PATH/exploit.rules
# include $RULE_PATH/scan.rules
# include $RULE_PATH/finger.rules
include $RULE_PATH/ftp.rules
include $RULE_PATH/telnet.rules
include $RULE_PATH/rpc.rules
include $RULE_PATH/rservices.rules
include $RULE_PATH/dos.rules
include $RULE_PATH/ddos.rules
include $RULE_PATH/dns.rules
# include $RULE_PATH/tftp.rules

include $RULE_PATH/web-cgi.rules
include $RULE_PATH/web-coldfusion.rules
include $RULE_PATH/web-iis.rules
include $RULE_PATH/web-frontpage.rules
include $RULE_PATH/web-misc.rules
include $RULE_PATH/web-client.rules
include $RULE_PATH/web-php.rules

include $RULE_PATH/sql.rules
include $RULE_PATH/x11.rules
# include $RULE_PATH/icmp.rules
include $RULE_PATH/netbios.rules
include $RULE_PATH/misc.rules
include $RULE_PATH/attack-responses.rules
include $RULE_PATH/oracle.rules
include $RULE_PATH/mysql.rules
# include $RULE_PATH/snmp.rules

include $RULE_PATH/smtp.rules
include $RULE_PATH/imap.rules
include $RULE_PATH/pop2.rules
include $RULE_PATH/pop3.rules

include $RULE_PATH/nntp.rules
# include $RULE_PATH/other-ids.rules
# include $RULE_PATH/web-attacks.rules
include $RULE_PATH/backdoor.rules
# include $RULE_PATH/shellcode.rules
# include $RULE_PATH/policy.rules
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# include $RULE_PATH/porn.rules
# include $RULE_PATH/info.rules
# include $RULE_PATH/icmp-info.rules
# include $RULE_PATH/virus.rules
# include $RULE_PATH/chat.rules
# include $RULE_PATH/multimedia.rules
# include $RULE_PATH/p2p.rules
include $RULE_PATH/spyware-put.rules
include $RULE_PATH/specific-threats.rules
# include $RULE_PATH/experimental.rules
# include $RULE_PATH/content-replace.rules
include $RULE_PATH/voip.rules
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Appendix E: Environments Overview
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