Abstract

On the current Amsterdam Internet Exchange (AMS-IX) platform multicast support is provided in a separate VLAN. This prevents multicast traffic to be forwarded to every connected member. This year the AMS-IX will upgrade their platform to a MPLS/VPLS setup. This report describes how multicast can be integrated in the main ISP VLAN in the new setup. We have examined the use of PIM-snooping with respect to scalability, feature implementation, resource usage, and abuse.

Our experiments show that PIM-snooping is scalable and they answered our questions on feature implementation. Our abuse experiments show that enabling PIM-snooping at this time will severely comprise the stability of the platform. Until this is solved we recommend to not enable PIM-snooping in the AMS-IX platform.
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1 Introduction

The Amsterdam Internet Exchange (AMS-IX) is one of the largest Internet exchanges in the world. AMS-IX provides a layer2 network for ISP’s so that they can send IP traffic at a lower cost than through a transit provider. On the platform a separate Virtual LAN (VLAN) is created for the use of multicast traffic. Customers that are connected to this VLAN will receive every multicast stream, even the ones that they did not subscribe to. On the platform multicast traffic is handled similar to broadcast traffic, thereby flooding it out of every port of the VLAN. This VLAN prevents every other customer to receive unwanted multicast traffic on their connection to the AMS-IX.

On local broadcast networks a client can send Internet Group Message Protocol (IGMP) to join and leave a multicast group. In a routed network, Protocol Independent Multicast (PIM) and Multiprotocol BGP (MBGP) are used to exchange multicast routing information. For inter domain multicast routing Multicast Source Discovery Protocol (MSDP) is used to manage multicast source information. This results in routers connected to the AMS-IX exchanging PIM messages in order to build a multicast tree.

In the summer of 2009 the AMS-IX is planning to change their Ethernet platform to Multi Protocol Label Switching (MPLS) in combination with Virtual Private LAN Service (VPLS). This will still provide a transparent Ethernet platform for all customers. The VPLS platform can provide multiple instances. To match the current setup a separate multicast instance will be created. However, multicast on a separate instance is undesirable, because it is inefficient, and creates an extra administrative burden. In addition it does not stimulate the use of multicast. The most desirable situation would be to allow multicast traffic on the ISP VPLS instance. This leads to the following research question:

How can multicast support be provided on a VPLS platform, such as implemented on the AMS-IX, in an efficient way regarding scalability, performance, and stability?

Providing multicast support can be done by snooping PIM traffic. This way, only customers who are interested in multicast traffic, as indicated by the PIM messages, would receive the streams. The AMS-IX platform provides a peak throughput of approximately 675Gbit/s. If new features are not properly tested they can have a significant impact on the uptime of such a high availability infrastructure.
2 Amsterdam Internet Exchange

The AMS-IX is an association with more than three hundred members. Members are organisations such as Internet service providers, carriers and content providers. The AMS-IX provides its members with a platform to exchange Internet traffic with any other member (peering).

Each member determines its own peering policy and can contact other members on individual basis to exchange traffic. Usually these peerings do not involve financial transactions. In this respect the AMS-IX enables members to reduce costs of Internet traffic.

2.1 Current platform

Currently the AMS-IX provides connections at six datacenters, each Point of Presence (POP) is located in Amsterdam. In one or more POPs members can connect to the AMS-IX access switches. Each POP has a connection to both cores which are located at different sites, see figure 1.

![Schematic AMS-IX topology](image)

Figure 1: Schematic AMS-IX topology

Logically, the AMS-IX provides an ethernet platform for its members. Everyone can send frames to any other member (whom may or may not accept the packet). The AMS-IX does not participate explicitly in the routing of IP traffic.

In the current situation only one of the two core switches is used at a time. The state of both switches is constantly monitored, and the switch with the best connectivity is chosen as active. When a link fails on the active switch the other switch takes over. In this situation all traffic now goes through the new active switch, the old one goes completely idle.
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This situation is not efficient nor scalable. Adding extra switches increases redundancy but reduces efficiency since it is not possible to balance the load over all switches.

2.2 MPLS/VPLS platform

Currently, to overcome limitations of the current platform, the AMS-IX is in transition to a new setup. As of August 2009 MPLS will be introduced to the platform. The transition will occur in a few steps to ensure failover in case of unexpected problems.

A frame enters a MPLS network through a Label Edge Router (LER). The LER performs a lookup in its IP table for a route to another LER and encapsulates the IP packet in an Ethernet frame and a MPLS header containing a specific label. Other devices receiving this frame can perform a lookup (in a much smaller table) and decide quickly where to switch the packet. The table has a mapping for incoming labels to outgoing, the switch pops the old label and pushes a new one for the next device. Because MPLS involves routing the platform is no longer is an ethernet domain.

VPLS can be used to define networks on top of MPLS. With VPLS the original ethernet frame is encapsulated within a new frame with a MPLS and VPLS header. This way a packet exits the last LER with its original frame, making the platform transparent for its members.

2.3 Multicast

Multicast is treated somewhat special on the AMS-IX. In the current situation the platform is one large broadcast domain, where the AMS-IX does no routing. When a multicast frame arrives, a pure layer2 switch has no choice but to broadcast the frame because it does not participate in the building of a multicast tree. Building such a tree requires knowledge of layer3.

This results in members receiving potentially large amounts of traffic they are not interested in. To dampen this undesired behaviour a separate VLAN is introduced for anyone interested in multicast. Multicast traffic received in this VLAN is thus broadcasted to anyone even remotely interested in multicast. This situation is far from optimal but with the current low multicast bandwidth usage it is acceptable.

However, this solution is not future proof. In case the usage of multicast increases to considerable bandwidth, this solution could potentially create a problem on the platform. It is also worth mentioning the extra administrative burden involved for members interested in multicast.

The AMS-IX and its members would benefit from a more scalable situation in respect to multicast. Because of the upcoming change on the platform our research will have to focus on multicast on VPLS.
3 Inter domain multicast routing

The AMS-IX platform is used to connect Autonomous System (AS). These autonomous systems send their IP traffic to other autonomous systems over the AMS-IX platform. The same holds for multicast traffic. Although multicast traffic is IP traffic, it is being replicated to all destinations on a broadcast network. Resulting in a one-to-many distribution from source to receivers.

As explained in the previous section, this result is not always an ideal situation. A multicast stream should only be received by devices who are interested in the stream. With multicast, several protocols are used to eventually provide the stream to an end host. In this section we explain the protocols used in the multicast process and how they relate to the AMS-IX platform.

3.1 IGMP

When a unicast IP packet is sent, the packet is routed over the Internet through one or more AS’s until it arrives at its destination. A multicast stream is only sent if there is a client who is interested in the multicast stream (assuming PIM Sparse Mode (PIM-SM) is being used). For the sender to know that there are interested clients a Reverse Path Tree (RPT) has to be built from the destination to the source.

Building the RPT starts with the client sending IGMP [1] messages with the multicast groups it wants to join. If source specific multicast is used, the source of the multicast groups is included in the message. This message is sent to a link-local multicast address and received by an upstream router that will start sending the multicast stream or will send a PIM message to the next router towards the multicast source, as will be explained in the next section.

Although the AMS-IX platform is a large broadcast domain (in the current setup and a VPLS instance), IGMP packets will not be used on the platform since no multicast hosts, but only routers are connected to the AMS-IX. Multicast protocols used between Internet exchange customers are only PIM or inter domain routing protocols.

3.2 PIM

The PIM protocol is used to build a multicast distribution tree. There are several variations of the protocol, such as PIM Dense Mode (PIM-DM)[2], PIM-SM[3] and PIM Source Specific Multicast (PIM-SSM)[4].

In PIM dense mode a source builds a tree to every node in the network until a node sends a prune message. This protocol is effective when there are many subscribed nodes on the network, which makes the protocol inefficient to be used for inter domain multicast and will therefore not be
discussed in this study.

PIM sparse mode and source specific mode are the opposite of dense mode. A source or any router in the tree will only send the multicast stream when there are members for that branch in the tree. PIM-SSM is a subset of the PIM-SM functionality. The difference between Any Source Multicast (ASM) provided with PIM-SM and Source Specific Multicast (SSM) is the lookup of the source. With ASM a client will send a join message only for an unspecified source with a multicast group \((*,G)\), \((\text{source},\text{multicast group})\) tuple. The network then has to find the source through a RPT. With PIM-SSM the node requesting the multicast stream specifies a source and multicast group for the stream \((S,G)\), which is obtained through out-of-band communication such as HTTP.

Both PIM-SM and PIM-SSM are based on the IGMP and PIM protocols to build the multicast tree (multicast overview in figure 3). PIM-SSM is gaining popularity, because the implementation is simpler and implementing any source multicast does not have many advantages [5, Since the bulk of the complexity is providing the least important functionality, the “ratio of annoyance” is disproportionately high in ASM].

The router on the local subnet of the end node will receive an IGMP join message (either with or without source). Upon receiving, it will send a link-local PIM message towards the multicast source or forward the already receiving stream out of that interface 2.

The result of sending link local multicast PIM messages toward the source is that these messages are broadcasted over the AMS-IX platform to every connected customer. This provides the opportunity to sniff these packets on the AMS-IX platform and control the multicast streams that are requested.

3.2.1 PIM-snooping

PIM-snooping is a functionality which layer 2 ethernet switches provide to control multicast traffic. When this function is enabled, multicast is not forwarded to every connected port. Forwarding to a port starts when a connected node sends a PIM-join message. This means that only routers that requested a multicast stream will receive it.

The AMS-IX platform, explained in the previous section, is one broadcast domain that would, without PIM-snooping, broadcast all the frames to every connected node. If a large volume of multicast is sent, this would overload ports that did not request the traffic.

As can be seen in figure 1, customers are connected to an access layer of switches at several POPs. In order to provide PIM-snooping for all the customers, the functionality should be enabled at every access switch in the used vpls instance.
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Figure 2: IGMP/PIM Multicast

3.2.2 PIM-proxy

In addition to the PIM-snooping feature, a PIM-proxy feature is available. Instead of copying PIM messages to the CPU and concurrently forwarding them to the destination, a PIM-proxy blocks, aggregates and transmits all pim messages towards the source at a specified interval. The result of a PIM-proxy is that routers connected to a switched infrastructure would receive less PIM messages and the information is aggregated with approximately 70 joins/prunes per message.

3.3 Multicast routing protocols

To send a PIM message towards the multicast source the route to the source has to be known, which does not different from normal unicast traffic. To build the RPT, the standard routing table can be used and the already available routing protocols to fill the routing table with the best or shortest routes, such as Open Shortest Path First (OSPF), Routing Information Protocol version 2 (RIPv2), Enhanced Interior Gateway Routing Protocol (EIGRP), Intermediate System to Intermediate System (ISIS), or Border Gateway Protocol (BGP).
Multicast support on the AMS-IX infrastructure

In case of multicast a separate table can be created to build the multicast RPT, by using routing protocol extensions such as Distance Vector Multicast Routing Protocol (DVMRP) [6] (no PIM-SSM support), Multicast Open Shortest Path First (MOSPF) [7], or MBGP [8]. The AMS-IX connects autonomous systems and BGP is the default inter-domain routing protocol. If a routing protocol is used to build a separate table for a RPT, BGP will be the protocol used over the AMS-IX.

3.3.1 MSDP

In the any source multicast shared trees are used and the root of the tree is called a Rendezvous Point (RP). The multicast sources will send their stream to the RP which causes the traffic to be distributed to the subscribed nodes. However the address of the RP is configured (either static or automatically) on the first router of the multicast source (Designated Router (DR)). As this is only the case in a local AS, a RP in another AS is not aware of the multicast source and cannot provide the stream to the requesting DR.

To provide inter domain multicast routing, RPs have to setup a MSDP [9] session in order to exchange their multicast sources. This allows the DR from one domain to forward join messages to the RP in the remote AS and discover the source for the multicast stream and start the normal PIM-join process.

An MSDP session is a TCP unicast session between two RP’s in separate AS. For the AMS-IX platform this is just another TCP session and is not used to provide multicast support, since the normal PIM-join process still crosses the exchange.
Figure 3: Inter-domain multicast routing
4 Research questions for multicast support

In the previous sections we explained the AMS-IX platform and how multicast can be supported. The AMS-IX as an Internet exchange connects different autonomous systems. As such we only have to deal with the PIM protocol as it is the de facto standard for intra-domain and inter-domain multicast [10].

Implementing PIM-snooping on the platform is a simple task of enabling the functionality on the appropriate switches and vlan or vpls instance. Enabling a new functionality in a platform as large as the AMS-IX should be researched to prevent implementation errors. To this end we enable the PIM-snooping feature in the AMS-IX lab environment and run several tests to answer specific research questions. In this section we will discuss the possible implementation problems and research questions.

4.1 Traffic replication

Multicast is efficient because traffic is only replicated where absolutely necessary, in contrast to unicast where the same stream for multiple recipients travel largely the same path. To optimise efficiency the replication should occur as deep in the tree as possible. The AMS-IX platform would benefit if multicast traffic is forwarded only to a Provider Edge (PE) that has one or more interested routers connected to it.

Where in a VPLS environment are multicast packets being replicated?  
What effect does this have on scalability?

Does PIM-snooping use the VPLS path information to direct the multicast streams only to the source PE.

4.2 Address overlapping

A multicast packet for group $X$ on IP level will be send to MAC address $X'$. Packets with this address can be recognised as multicast traffic at ethernet level. Equation 1 shows that the 23 least significant bits of the group address are used to construct the MAC address, the 25 most significant bits are fixed on 01005E), and the operators are bitwise. This has the implication that $2^5$ multicast addresses (the first 4 bits of multicast IP addresses are constant) map on a single MAC address.

$$IPv4: MAC \leftarrow 01005E000000_{16} \lor (group \land 7FFFFFFF_{16}) \quad (1)$$
$$IPv6: MAC \leftarrow 333300000000_{16} \lor (group \land FFFFFFFF_{16}) \quad (2)$$

Although the Internet Protocol version 6 (IPv6) addressing scheme is different from Internet Protocol version 4 (IPv4), the mapping between group
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address and MAC address still exists. With IPv6 addresses the 32 least significant bits of the address are mapped to the 32 least significant bits of the MAC address with static 3333 most significant bits, see Equation 2.

The consequence of this overlapping is that PEs could forward multicast groups to routers that are not interested in these groups.

Which metric does PIM-snooping on the PEs use for switching the multicast stream? Does this cause problems?

4.3 ASM and SSM

There are two different modes of multicast. ASM, where multiple hosts can transmit to a multicast group simultaneously and SSM where only one fixed speaker is possible.

With ASM it is very well possible that two different speakers transmit over two different PEs for the same multicast group. A router connected to another PE could be interested in just one of the two speakers.

What is the difference between ASM and SSM in respect to the AMS-IX?

4.4 Resource usage

The PIM-snooping functionality requires a switch to copy PIM messages to the CPU. The CPU processes the data and writes the appropriate data to the cam [11]. It should be measured how much CPU time is needed to process the PIM data and if this interferes with other switch functionality. Is PIM-snooping handled as control traffic and thus competing resources with routing protocols that are used in the AMS-IX platform? In the implementation of pim-snooping can the number of multicast packets that are sent to the CPU be limited? How does this limitation affect on PIM-snooping?

Which problems can be expected when enabling PIM-snooping on the AMS-IX in terms of routing, load, performance and availability.

4.5 Abuse traffic

It is interesting to see how the switches handle correct PIM and multicast traffic. Intentions are not always good and implementations rarely perfect. We like to examine how the switches behave in case of correct but unexpected traffic as well in case of incorrect traffic.

What is the performance impact on the switches when PIM-snooping is enabled in terms of latency?
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What will happen when a PE receives an excessive amount of join messages?

How do the switches react to unexpected PIM messages?

4.6 Other protocols

Next to standard unicast traffic, other protocols that utilise multicast can be used on a network such as IPv6 neighbour discovery, OSPF or Cisco Discovery Protocol (CDP). Since the implementation of PIM-snooping will block multicast traffic by default, we would like to investigate whether other multicast routing protocols are affected by PIM-snooping as well.

Does the PIM-snooping feature have an effect on other multicast protocols such as Internet Control Message Protocol version 6 (ICMPv6) neighbour discovery, OSPF or CDP?
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5 Experiments in AMS-IX environment

In the previous chapter we explained problems that can be expected when implementing multicast support in the AMS-IX VPLS platform and based our research questions on these problems. To solve or explain the research questions, several tests have to be conducted.

AMS-IX provided us with a test setup (shown in figure 4) in their lab environment that is based on their new VPLS platform. This setup has four PEs and two core switches. For our tests a traffic generator is available, which can generate custom ethernet frames with custom IP packets and payload. We can use the generator to send a high volume multicast stream or some static PIM messages. To send custom PIM messages we wrote our own Python script [12] that runs on the Linux machine.

Figure 4: AMS-IX lab network

The Anritsu traffic generator is an appliance which is able to send traffic and receive/capture it. By using the Glimmerglass optical crossconnect, we can send traffic through the Anritsu and capture/analyse traffic on the links between the PEs and core switches.

5.1 PIM-join/prune message format

For most of our experiments we had to send custom PIM-join/prune messages. Therefore it is useful to know what such a packet looks like, figure 5 shows the format of a PIM-join/prune message.

In the header a PIM message has an upstream neighbour address, which is the host responsible for forwarding the message. The header also contains a field with the number of multicast groups listed in this single message. After the header this number of groups appear. A group has an
address, a mask and some other fields depending on the address family. For each of those groups is stated how many joins and prunes for different sources will follow. The sources, formatted in a similar fashion as the groups, are sorted so that all the joins proceed the prunes. There is no explicit separator between join and prune records and they look the same. For detailed description of the message format we would like to refer to the appropriate Request for Comment (RFC) [3]

5.2 Traffic replication in a VPLS platform

As explained in section 2, a VPLS platform is built from a mesh of logical point-to-point links. The functionality is the same as a standard VLAN. We would like to know how a multicast stream is replicated by the switches. E.g. will PE$_4$ replicate the traffic to all other PEs despite the lack of interested receivers connected to that PE? Or when PE$_4$ has to send a multicast stream to both PE$_1$ and PE$_2$ will PE$_4$ send one stream and will this stream be replicated by the core?

5.2.1 Setup

In this experiment we send a multicast stream into the vpls instance through PE$_2$. With the traffic generator connected to PE$_1$ and the Linux machine we will send join messages for (10.0.235.1, 225.1.1.1).
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This setup should result in \( PE_1 \) registering two interested ports and \( PE_4 \) registering one interested port for the multicast stream. The join messages are broadcasted on the VPLS instance and snooped by \( PE_2 \). This test should show how these join messages are registered and how the traffic is forwarded over the VPLS network.

To test our conclusion we captured traffic between \( PE_2 \) and \( Core_1 \). This should give us a view of the encapsulated multicast streams in mpls headers, and show us whether the core is participating in the multicast replication and where the traffic is replicated.

5.2.2 Observations

The setup indeed resulted in \( PE_4 \) registering one interested port for multicast group 225.1.1.1. It seems that the PE is already aware of the source PE as can be seen by the upstream PE address.

```
PE4(config-mpls-vpls-multicast)# show ip multicast vpls 601
VPLS ID 601
IP multicast snooping is running - Passive
IP pimsm snooping is running
IP igmp operating version - 2 (74s)
Number of Multicast Groups: 1
1 Group: 225.1.1.1
  Ports: 2/1 vlan 601 type P_G (1s)
  Source: (10.0.235.1, TNNL peer 192.168.99.2) FID 0x8009 mvid 1
  SG group ports: 2/1(2/1) vlan 601 type P_G (0s)
```

The same result for \( PE_1 \), but for two interested ports.

```
PE1(config)# sh ip multicast vpls 601
VPLS ID 601
IP multicast snooping is running - Passive
IP pimsm snooping is running
IP igmp operating version - 2 (241s)
Number of Multicast Groups: 1
1 Group: 225.1.1.1
  Ports: 4/44 vlan 601 type P_G (3s)
    4/43 vlan 601 type P_G (24s)
  Source: (10.0.235.1, TNNL peer 192.168.99.2) FID 0x8980 mvid 1
  SG group ports: 4/44(4/44) vlan 601 type P_G (0s)
    4/43(4/43) vlan 601 type P_G (0s)
```

At switch \( PE_2 \) we see two interested ports, but instead of ethernet interfaces it registers the VPLS peers. It can be concluded that a multicast stream is then replicated to each downstream PE and not for every client, thereby building a tree over the VPLS tunnels.
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PE2 registered join messages

PE4 # show ip multicast vpls 601  
L2mdb port type: R-router port, V2-igmp v2, V3-igmp v3, P_SG-pim sg, P_G-pim g  
VPLS ID 601  
IF multicast snooping is running - Passive  
IF pimsm snooping is running  
IF igmp operating version - 2 (129s)  
Number of Multicast Groups: 1  
  1 Group: 225.1.1.1  
    Ports: TNNL peer 192.168.99.1 type P_G (13s)  
    TNNL peer 192.168.99.3 type P_G (1s)  
    Source: (10.0.235.1, 1/1) FID 0x800d mvid 1  
    SG group ports: TNNL peer 192.168.99.1 VC Label 0000040e Port 8/1 type P_G (0s)  
      TNNL peer 192.168.99.3 VC Label 0000040a Port 8/1 type P_G (0s)

When we look at the captured data between PE2 and Core1 we indeed see two encapsulated multicast streams with different mpls id’s, instead of three. We can conclude that in a VPLS network such as the AMS-IX a multicast stream has to be replicated for each PE by the source PE. We can also conclude that the core does not participate in replicating the multicast traffic, since the core sees the multicast traffic as unicast traffic because of the mpls encapsulation.

From a network design perspective this is the ideal situation, since a core switch should only be forwarding traffic and leave routing to the edges. For optimal link usage it would benefit if the cores participated in multicast replication so that a PE would only have to send one multicast stream over its up link. However compared to unicast, this benefit is insignificant.

--

Encapsulated multicast packet 1

Frame 1 (1360 bytes on wire, 1360 bytes captured)  
Multi Protocol Label Switching Header, Label: 1040, Exp: 0, S: 0, TTL: 255  
MPLS Label: 1040  
MPLS Experimental Bits: 0  
MPLS Bottom Of Label Stack: 0  
MPLS TTL: 255  
Multi Protocol Label Switching Header, Label: 983040, Exp: 0, S: 1, TTL: 255  
MPLS Label: 983040  
MPLS Experimental Bits: 0  
MPLS Bottom Of Label Stack: 1  
MPLS TTL: 255  
Ethernet II, Src: 3com_01:00:00 (00:01:02:01:00:00), Dst: IPv4mcast_01:01:01 (01:00:5e:01:01:01)  
Internet Protocol, Src: 10.0.235.1 (10.0.235.1), Dst: 225.1.1.1 (225.1.1.1)  
Data (1300 bytes)

Encapsulated multicast packet 2

Frame 2 (1360 bytes on wire, 1360 bytes captured)  
Multi Protocol Label Switching Header, Label: 1039, Exp: 0, S: 0, TTL: 255  
MPLS Label: 1039  
MPLS Experimental Bits: 0  
MPLS Bottom Of Label Stack: 0  
MPLS TTL: 255  
Multi Protocol Label Switching Header, Label: 983040, Exp: 0, S: 1, TTL: 255  
MPLS Label: 983040  
MPLS Experimental Bits: 0  
MPLS Bottom Of Label Stack: 1  
MPLS TTL: 255  
Ethernet II, Src: 3com_01:00:00 (00:01:02:01:00:00), Dst: IPv4mcast_01:01:01 (01:00:5e:01:01:01)  
Internet Protocol, Src: 10.0.235.1 (10.0.235.1), Dst: 225.1.1.1 (225.1.1.1)  
Data (1300 bytes)
5.3 Layer2 multicast address overlapping

We tested how the switches handle multiple unrelated multicast streams which are send toward a different group address but map onto the same MAC-address. E.g. groups 231.130.4.53 and 227.2.4.53 both map to MAC-address 01:00:5E:02:04:35. The streams will have this address as destination on layer2. A pure layer2 switch cannot tell both streams apart.

5.3.1 Setup

Through PE2 we send two multicast streams: $M_1$ for group address 225.1.1.1 and $M_2$ for group address 225.129.1.1. The traffic generator is used to monitor between this PE and the core. Every 30 seconds we send PIM join messages for $M_1$ from the testing machine. From the traffic generator to PE1 we send joins for $M_1$ and $M_2$ from its first interface and for $M_2$ for its second interface.

5.3.2 Observations

Figure 6 shows where we observe multicast traffic in the test setup. Between PE2 and core1 we see three multicast streams: twice $M_1$ and $M_2$ once. In total three streams arrive at the traffic generator. This means PE1 is replicating traffic for $M_2$, which is correct behaviour. This also means in order to process multicast traffic, a switch also uses information from layer3.
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5.4 Any source versus source specific multicast

Multicast knows two distribution modes ASM and SSM. In SSM an interested host explicitly asks for a number of specific sources in a group. This means a host must know exactly who is sending to a group in order to decide whom to listen to. An exterior mechanism must be in place to discover new sources.

In the case of ASM a host simple requests all traffic send to a particular multicast group. Discovering sources is a function of the network. This shifts administration from the receiver and possibly some central point to the network.

5.4.1 PIM

In terms of regular multicast packets there is no difference for an Internet exchange as these packets all have a normal source and destination. A PIM message however can have (S,G) tuples for SSM and (*,G) tuples for ASM.

In case of SSM a snooping switch should keep track of all joins sources per multicast group. This requires potentially much more memory in the switch. Below we see entries for both SSM and ASM when only one join/prune message is sent, i.e. no actual multicast stream goes over the network.

In case of ASM/SSM we can conclude that for the AMS-IX the only difference are the extra entries used for the sources of a multicast stream.

5.5 Platform performance with PIM-snooping

When enabling PIM-snooping, each PIM message is copied to the CPU and processed. In a platform such as the AMS-IX a large quantity of PIM messages are expected. Therefor we have to measure what the impact of enabling the feature is on routing, memory and cpu.

5.6 Memory usage

When PIM messages are snooped, entries are stored in RAM. By offering a large number of groups we found that the switch can hold up to 70285 unique ASM groups. SSM obviously needs more memory to store the groups as well as the sources. A switch can hold 11788 groups at a time. It is
interesting to see that when increasing the number of sources per group does not change this maximum.

When a multicast packet arrives at an interface, the hardware will lookup its destinations in the Content Addressable Memory (CAM). When not available, the Traffic Manager (processor to handle inter blade communication) looks for an entry in the RAM and will update the CAM accordingly. If the entry is not available at all the multicast packet is dropped. At the time of testing the switches had 4096 CAM entries available for PIM-snooping. This partitioning can be changed in the switch’s configuration.

During our research two AMS-IX employees tested the new platform in the USA. When asked about these limitations a Foundry engineer revealed that currently only 2000 cam entries are available for multicast. This means that only this amount of concurrent multicast streams can be supported, independent of the amount the software can handle.

5.6.1 CPU usage

Due to the maximum limit of entries in the cam we were not able to perform a full cpu test. We only examined the cpu usage when adding and renewing a maximum of 2000 multicast groups. We found that each (S,G) tuple is one entry in the cam table. Thus for ASM every source takes up one entry.

Our test shows that when adding 2000 groups, either ASM or SSM, the cpu usage stays at 0%. We did encounter flapping Label Switched Path (LSP) links during the tests. It seems that multicast has an effect on the routing in the network. However, at this time we are not able to confirm this.

5.7 Effect of misbehaving traffic

Knowing how much load the platform can handle and what effects are to be expected is very important when introducing a new technique. Unfortunately the world is rough and unpolished and we cannot afford to ignore unexpected traffic. Either a failing machine, implementation errors or bad intentions should be handled correctly.
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5.7.1 Mask length

In a PIM message IP addresses (for groups, sources, etcetera) are coupled with a Variable Length Subnet Mask (VLSM). For IPv4 this should always be /32 and for IPv6 /128.

We are interested in how the switch will handle packets with other subnet masks, especially those lower than default values. In other situations the subnet mask represents a range of addresses. For this purpose we slightly crippled the PIM join/prune messages.

We tested for IPv4 with some lower and higher values than 32 for the group address and source addresses. We have found that the entries are gracefully accepted by the switch. The debug output does not show that the mask field is faulty in our messages and seems to ignore the field completely.

A wrong value in this field has no effect what so ever (as long as the checksum of the packet is correct) and we see no room for abuse. This behaviour is slightly out of line with the RFC [3, “A router SHOULD ignore any message received with any other mask length”].

5.7.2 Data at end of message

An other scenario is a PIM message with some extra random data at the end of it. The message we crafted is valid in a sense that the checksum is correct for the whole message and all data claimed in the header are available. After this data we insert some extra nonsense, e.g. 8 random chosen bytes.

The switch appears to interpret the message correctly. There is no sign that it tries to read the appended bytes nor does it discard the message as invalid. The RFC makes no statements over desired behaviour in cases like this.

5.7.3 Joins for unicast addresses

When snooping is disabled, a switch should handle multicast the same as broadcast traffic and forward the traffic to all other interfaces. With snooping enabled the switch must use layer3 information to forward traffic.

How will the switch behave in an ambiguous situation? For this experiment we forge a join message containing one group and one source to join. The group address should be class D, since it makes no sense for a router or snooping switch to accept otherwise. Our message however contains a unicast address for the group address and is sent towards one of our switches.

When looking at the multicast state of the switch as well as the debugging output we see that the message gets handled as if nothing is wrong.
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The faulty group address is accepted and the switches state updated accordingly.

<table>
<thead>
<tr>
<th>Group: 145.100.104.19</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source: (10.0.0.1, TNL peer 0.0.0.0) FID 0xffff mvid none</td>
</tr>
<tr>
<td>SG group ports:</td>
</tr>
</tbody>
</table>

At this time it is unknown how the switch will handle an IP packet where the destination IP address is mapped to a multicast MAC address. Depending on the implementation the switch may or may not forward the packets to interested listeners.

Apart from having yet another way to fill the switch’s memory with nonsense we consider the risk for this problem to be low. It is probably hard to convince all routers in between to actually map a multicast mac address instead of doing a regular arp lookup. If it does work it is unlikely that other traffic on the platform is affected.

Additionally, a class D address as a source address (which should always be a unicast address) is also accepted by our switch.

5.7.4 Omitted section

In this version of the report, this section is omitted due to the security nature of this experiment. When the security issue is resolved by Brocade, the issue will be published.

5.8 Multicast routing protocols

If PIM-snooping is enabled multicast traffic is blocked until a connected router sends a join message for a specific group. However there are other protocols that also use multicast, but do not use PIM to start sending multicast packets, for example OSPF or IPv6 neighbour discovery.

When doing our experiments we noticed that packets with a destination for the well-known multicast addresses (224.0.1.0/24) are not blocked. This means that protocols such as OSPF that use these addresses are not affected by the PIM-snooping feature.

During our experiments other IPv6 and arp experiments were done in the same lab environment which show that enabling PIM-snooping does not cause any problems for the IPv6 neighbour discovery. We also tested the effect on the proprietary CDP. This protocol sends its messages to the destination mac address 01:00:0c:cc:cc:cc, but we did not notice any effect on these messages.

It should be noted that to our knowledge there is no documentation available on blocked traffic. And that we are not able to test all proprietary protocols out there. However this does not cause problems for the AMS-IX platform, because only specific protocols are allowed on the network.
6 Conclusion

Reviewing our research question from Section 1.

How can multicast support be provided on a VPLS platform, such as is implemented on the AMS-IX, in an efficient way regarding scalability, performance, and stability?

Multicast support in the AMS-IX VPLS platform can be provided by using the PIM-snooping functionality.

In respect to scalability we can conclude that the snooping functionality uses the vpls path information to deliver multicast streams instead of broadcasting the streams to every PE in the network. This results in a situation where only PEs with interested routers connected will receive the multicast stream. In order to create a more efficient delivery of multicast traffic the core switches should also participate in the vpls instance. Which would create a shorter distribution tree. However to let the core switches participate the architecture of the platform has to be changed. In our opinion the benefits of the core participating in the multicast delivery do not warrant the change in architecture.

The limit of 2000 group entries in hardware resource usage does not form any problems with respect to performance. When conducting our performance experiment resource usage was too low to measure. This means that for performance we can conclude that enabling pim-snooping with a limit of 2000 group entries does not affect performance.

– Omitted part of conclusion –

6.1 Recommendations

When PIM-snooping is not enabled in a VPLS setup, multicast traffic will not be load balanced over aggregated links. However, the amount of multicast traffic at this time does not warrant the implementation of a feature that compromises the stability of the platform. Thus, we recommend that until Brocade has fixed the bug that causes the memory exhaustion or implements a work-around, PIM-snooping is not enabled and multicast traffic is placed in a separate VLAN.

In addition to the PIM-snooping feature, PIM-proxy can be enabled. Enabling this feature prevents every connected router from receiving different PIM-messages. In doing so, original messages are blocked, aggregated and new pim messages are sent at a specified interval. This results in the AMS-IX infrastructure becoming part of the multicast tree and might place an extra administrative burden on the AMS-IX. Also in our opinion, an Internet exchange should not interfere with traffic from its customers.

Currently, multicast is hardly used on the AMS-IX platform. For now the maximum of 2000 multicast groups will suffice. However, nobody can
predict the development of services used on the Internet. Supporting better multicast on the AMS-IX platform might even stimulate multicast usage. For more scalability in the platform, Brocade should implement a solution to support more multicast groups.

6.2 Further research

It should not be a major problem that our tests focus more on IPv4 than IPv6, since they only differ in addressing. From a multicast perspective it should not cause any problems. However, our tests show that there is a difference between using VPLS/MPLS or just plain Ethernet. Testing with IPv6 could be useful further research.

Brocade will look into the limit of 2000 multicast groups by mapping multiple software entries to one hardware entry. However 2000 groups still remains an unrealistic number, compared to the $2^{28}$ available multicast groups. Will the solution from Brocade scale for Internet exchanges?
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**Acronyms**

**AMS-IX** Amsterdam Internet Exchange

**AS** Autonomous System

**ASM** Any Source Multicast

**BGP** Border Gateway Protocol

**CAM** Content Addressable Memory

**CDP** Cisco Discovery Protocol

**DR** Designated Router

**DVMRP** Distance Vector Multicast Routing Protocol

**EIGRP** Enhanced Interior Gateway Routing Protocol

**ICMP** Internet Control Message Protocol

**ICMPv6** Internet Control Message Protocol version 6

**IGMP** Internet Group Message Protocol

**IPV4** Internet Protocol version 4

**IPV6** Internet Protocol version 6

**ISIS** Intermediate System to Intermediate System

**LER** Label Edge Router

**LSP** Label Switched Path

**MBGP** Multiprotocol BGP

**MOSPF** Multicast Open Shortest Path First

**MPLS** Multi Protocol Label Switching

**MSDP** Multicast Source Discovery Protocol

**OSPF** Open Shortest Path First

**PE** Provider Edge

**PIM** Protocol Independent Multicast

**PIM-DM** PIM Dense Mode

**PIM-SM** PIM Sparse Mode

**PIM-SSM** PIM Source Specific Multicast

**POP** Point of Presence

**RFC** Request for Comment

**RIPv2** Routing Information Protocol version 2

**RP** Rendezvous Point

**RPT** Reverse Path Tree

**SSM** Source Specific Multicast

**VLAN** Virtual LAN

**VLSM** Variable Length Subnet Mask

**VPLS** Virtual Private LAN Service